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Abstract: Video surveillance is widely used to monitor the place which needs constant security such as Banks, 

Shopping Malls, Highways, crowded public places, country borders etc. The major disputes include the complex 

motion behaviours of different human objects, complex scenes with numerous targets, detection of change in 

human motion. The objective of this paper is to develop a visual detection and tracking system of observing 

moving objects. We propose the GMM-Likelihood matching Method of tracking algorithm which integrates the 

adaptive best background detection, data association, adding new hypothesis update kalman measurement, and 

linear assignment problem to minimise the cost of observation of tracking. The experimental result shows that 

the active background can be extracted accurately and expeditiously, the algorithm is more robust, and can be 

utilized in the real time tracking applications. 

keywords : Real-time visual tracking, Active background estimation, Activity modelling, Data association, Video 

surveillance and monitoring, Gaussian mixture model, negative log likelihood matching, Kalman filter, Linear Assignment 

problem. 

 

I. INTRODUCTION 

Tracking and Analysis of any moving object is widely used in the image processing, computer vision, 

pattern recognition and so on. Designing an effective and efficient tracking algorithm has become an active 

research topic. Detection of moving objects is the core part of the whole tracking problem and the main 

approaches are frame difference, optical flow and background subtraction. Frame difference approach [1] 

compares the greyscale or gradient information between different frames, which has a strong adaptability for 

dynamic scenarios but it cannot extract the full moving foreground in the cases of slow movement of objects or 

overlapping of adjacent frames. Optical flow approach [2] has high detection accuracy through combining time 

and space information, which can detect the moving object even with the movement of camera; still its high 

computational complexity makes it difficult to realize this algorithm and affects the detection of moving objects.  

Background subtraction approach carries out statistics for the video sequences and obtains a robust scenario 

ground -truth subtracting background image from current image. On the contrary, the dynamic scenario changes 

will result in great difference between the extracted moving object and the target. Therefore, the background 

needs to be updated continuously. The background subtraction approaches have been extensively researched and 

widely applied because of its numerous merits like it is simple, high real-time, etc. In the background 

subtraction approach, the established background is expected to adapt to light changes, overcome the target 

occlusion and shadows, capture multiple moving targets, recognize slow-moving targets, and capture the sudden 

intrusion and loss of the objects. Understanding the activities of objects, especially humans, moving in a scene is 

both a challenging scientific problem and a very fertile domain with many promising applications. Thus, it 

draws the attention of several researchers, institutions and commercial companies [3]. This algorithm generally 

provides the most complete characteristic data, works very fast, and meets the requirements of real-time system. 

 

II. RELATED WORKS 

  Object tracking is an important technique used in many systems, especially in the field of image 

processing. N. Friedman and S. Russell proposed a Gaussian mixture model (GMM) for the background 

subtraction involves calculating the reference image and labelling the pixels corresponding to the foreground 

objects [4]. C. Stauffer and W. Grimson developed an algorithm for foreground segmentation based on the 

Gaussian mixture model [5],[6]. W. Grimson and et al. used tracking information in multi -camera calibration, 

for object detection and classification [7]. Pfinder et al [8] used the single Gaussian model to simulate 

background, and establish tracking system for human beings, where this approach has a very good tracking 
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performance in the indoor scenarios, but it cannot work efficiently in complex multi-peak problems, such as 

swaying leaves, sparkling lake, waving flags and so on. Javed  et al [9] use a Gaussian mixture model that 

combines color information and gradient information which obtains contour points of the moving objects 

through gradient model which fully employs gradient model robustness to noise, and  accurately extracts  the 

moving  objects through block processing and combining color information. But it is very complex in 

computation since it does not consider spatial coherence, and cannot detect effectively where the noise effect 

still exists. Zhang et al [10] establish a new moving foreground detection algorithm for dynamic background 

subtraction by combining pixel spatial information. This approach con foreground in moving screens, however, 

it does not take pixel time continuity into account, detection errors still exists. Elgammal et al [11] propose a 

non-parametric Gaussian  core  model for static scenarios, and divides the background models into long-time 

background model and short-time background model. Emadeldeen Noureldaim et al [12] proposes the tracking 

of multiple moving objects; the size and  position of the objects along the sequence of their images in dynamic 

scenes. Xu Zhao  et al [13]  propose a novel online sparse Gaussian Process regression  model  to  recover 3-D 

human motion in monocular videos. Hu Haibo et al [14]  proposes a new Gaussian mixture modelling approach 

which combines the color  and  gradient of  the spatial  information, and  integrates the spatial information of the 

pixel sequences to establish Gaussian mixture background. However, there are few common problems which are 

still need to resolve such as the accurate background subtraction and unavailability of foreground or illumination 

changes. Movement of object through cluttered areas, shadows, slow-moving objects and slow processing. In 

order to overcome the limitations we have used an alternative approach of a mixture of Gaussian process which 

can reduce the computational cost and extract the foreground and track the human motion from the frame. 

In this proposed work, the segmentation of the moving objects is generated by GMM-Likelihood matching 

method which performs relatively better than the conventional GMM are vividly described. The GMM-

Likelihood Matching method is an extension to GMM which produces precise, apt and obvious features of 

shape in the scenes and provides good classification of the objects. The tracking of a moving object is then 

based on applying Kalman Filter on this integrated method. The paper is organized as follows: In the Section III, 

Introduction of the GMM-Likelihood Matching method, Section IV deals the experimental results of tracking of 

moving human objects which leads to the conclusion in Section V. 

 

III. GMM-LIKELIHOOD MATCHING METHOD 
 

 

 

   

 

 

 

 

Fig. 1 Flow of the motion tracking Algorithm 

 

 Fig 1 represents the flow of the proposed GMM-Likelihood Matching motion tracking algorithm. It 

loads a sequence of images from the path directory [15]-[17] and converts into a data matrix of images. The 

tracking algorithm accepts the data matrix with pixel indices, pixel colour component and the time-slice in a 

consecutive dimension. Mixture parameters of the Gaussian are passed to initialise some global variables and 

are also used to update the pixel-wise mixtures. The best background component at each pixel and smoothing of 

the foreground detection has been differentiated in the segment process. Association of the observed blob to the 

tracked object has been done in the data association and the Kalman filter updates the blob association which 

comes from the data association. Finally, the output generated from the algorithm has been displayed as a graph. 

 

A. Gaussian Mixture Model 

In this model, the values of an individual pixel over time is considered as a “pixel process” and the 

recent history of each pixel, {X1, . . . ,Xt}, is modelled by a mixture of K Gaussian distributions. The probability 

of observing current pixel value is given by 
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   𝑷 𝑿𝒕 =  𝝎𝒊,𝒕 

𝑲

𝒊=𝟎

. 𝜼 𝑿𝒕, 𝝁𝒊,𝒕, 𝜮𝒊,𝒕                                           (𝟏) 

Where  ωi,t is an estimation of the weight of the i 
th 

Gaussian in the mixture at time t, μi,t  is the mean value of 

Gaussian  and Σi,t  is the covariance  matrix of Gaussian,  K is the number of the components and then η is a 

Gaussian probability density function is defined as 

 

𝜼 𝑿𝒕; 𝝁𝒊,𝒕, 𝜮𝒊,𝒕 =
𝟏

 𝟐𝝅 
𝒅
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𝟏
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𝟏
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𝑻
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Where T is the threshold, d represents the number of dimensions for the vector x, ∑𝒊
−𝟏   represents the inverse of 

the covariance matrix. 

The covariance matrix can be efficient enough when it is used as a diagonal and isotropic. The covariance may 

be changed to non-isotropic, but still it remains diagonal.  Hence it is defined as 𝚺𝒊,𝒕=𝒅𝒊𝒂𝒈(𝝇𝒊,𝟏
𝟐 , 𝝇𝒊,𝟐

𝟐 , …… . , 𝝇𝒊,𝒅
𝟐 ). 

On assumption of red, blue, green components being independent, we can define the covariance matrix as a 

scalar multiple of the identity matrix 𝛴𝒊,𝒕 = 𝝇𝒊
𝟐𝑰 , where I is the identity matrix. We have  

 

𝑫𝒊 =   𝑫𝒊 =   𝑿𝒕  − 𝝁𝒕 
𝑻∑𝒊

−𝟏 𝑿𝒕 − 𝝁𝒕                              (𝟑)  

𝑫𝒊 The Mahalanobis distance is therefore a weighted Euclidean distance where the weighting is determined by 

the range of variability of the sample point. Apply equation. (3) in equation (2),We get 

                                                                 𝑷 𝑿𝒕 =
𝟏
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The negative log probability density of the Gaussian distribution at each point in X yields a matching cost of the 

observed blob, which is given as,  

 

 

        𝒅𝒊 𝑿 =  
𝟏

𝟐
𝑫𝒊 + 𝒍𝒐𝒈𝑷 𝝎𝒊 −

𝟏

𝟐
𝒍𝒐𝒈 ∑𝒊 −

𝒅

𝟐
𝒍𝒐𝒈𝟐𝝅      (𝟓)  

Where 𝝎𝒊  is the estimation of weight and 𝒅𝒊  is the distance between Kalman filter predictions and its 

observations.                        

B. Update Mixture Parameter  

The parameters ω, μ, σ for each frame in the mixture are initialized and updated. The mixture of each pixel by 

reading a new pixel values consecutively and each matching mixture component are updated. And then ω for 

each Gaussian component in the mixture are calculated. When the current pixel value matches none of the 

distributions, the least likely distribution is updated with the current pixel values which is given by, 

                           𝝎𝒊,𝒕 =  𝟏 − 𝜶 𝝎𝒊,𝒕−𝟏 + 𝜶 𝑴𝒊,𝒕                             (𝟔)      

where 𝜶   is the learning rate to update the weighted component.  𝑴𝒊,𝒕 is the Matching variable.  At this stage 

some rows may not sum to unity, since some pixels may not match the mixture component at all. Value 1 has 

been assigned for the matching component and 0 otherwise. 𝜇 and 𝜎 will be adjusted for the matching 

distributions,  

                       

                            𝝁𝒊,𝒕 =  𝟏 − 𝝆 𝝁𝒊,𝒕−𝟏 + 𝝆𝑿𝒕                                        (𝟕) 

  

𝝇𝒊,𝒕
𝟐 =  𝟏 − 𝝆 𝝇𝒊,𝒕−𝟏 

𝟐 + 𝝆   𝑿𝒕 − 𝝁𝒊,𝒕 
𝑻
 𝑿𝒕 − 𝝁𝒊,𝒕  

𝑰 

𝒊=𝟏
          (𝟖)  

                                                        

Where 𝝆 = 𝜶𝜼 𝑿𝒕 𝝁𝒊, 𝝇𝒊     is to accelerate the component mean and covariance.  
C.  Active Background Gaussian 

In this paper, an active background Gaussian is introduced, the components are those which are either matched 

or replaced. The ratio 𝝎 𝝇   , the maximum per row has been found and  the record  indices of  those each pixel's 
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component          that  are  most  confident in are sorted, so that it can display a   single background estimate, 

where the mode l allows  for  a multi-modal background.  We can reorder the weights according to the ordering 

of index using linear index and the minimum amount of weights are found so that the background threshold will 

be exceeded. Large values of ratios are associated with the distributions which have high weight and low 

variance.   

The first B distributions chosen under the expression, 

 

                                                                                                    

             𝑩 = 𝒂𝒓𝒈𝒎𝒊𝒏𝒃  𝝎𝒌

𝒃

𝒊=𝟏

> 𝑇                                     (𝟗) 

   

Where 1 ≤ b ≤ k, and T  is the background Threshold. When T is too small, the model uses a single distribution 

and best distribution; where as in the case of T being too large, the model uses the multiple distributions, which 

is not robust to swaying leaves, lake scenarios and so on. 

Accumulate the weights in a matrix.  When the accumulated weight and component k does not exceed the 

threshold, the component K+1 must also belong to the background Gaussian. Convert the background Gaussians 

into an indicator matrix, which indicates the active components which belongs to the background model. Those 

pixels that have no active background Gaussian are considered as foreground.  

 

D. Data association and likelihood Matching 

Data association is to associate the observed blobs with the tracked objects and to compute the kalman costs 

based on the predictive observation distribution. From these features, new  observations are created and  

evaluated  using  negative log  probability density  from  each and  every observation. The likehood L can be 

expressed as                                                                   

                                                            

𝐋𝐱𝟏,…,𝐱𝐧
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The log likelihood   𝒍 = 𝒍𝒏 𝑳   is   

𝒍𝒙𝟏…𝒙𝒏 𝝁, 𝝇𝟐 =  −
𝒏

𝟐
𝒍𝒏𝟐𝝅𝝇𝟐 −

𝟏

𝟐𝝇𝟐
  𝒙𝒊 − 𝝁 

𝟐

𝒏

𝒊=𝟏

          (𝟏𝟏) 

This likelihood is mapped onto the dimensions of  the frame of an image. It has high values around the corners, 

but low values in the middle.  Compute the beta probability density of the respective image. The corresponding 

points are mapped into the interval [0, 1] and the independent joint likelihood of the set of points is expressed as 

a vector as follows, 

 

            𝐥𝐱 =
𝚪 𝛂+𝛃 

𝚪 𝛂 𝚪 𝛃 
𝐱𝛂−𝟏 𝟏 − 𝐱 𝛃−𝟏                                       (𝟏𝟐 𝐚) 

                                                                                                                                                                  

           𝐥𝐲 =
𝚪 𝛂+𝛃 

𝚪 𝛂 𝚪 𝛃 
𝐲𝛂−𝟏 𝟏 − 𝐲 𝛃−𝟏                                        (𝟏𝟐 𝐛)                                                                                          

The beta distributions are the functions of the two parameters, α and β. Where 0 ≤ x ≤ 1.  α, β > 0,  𝚪   denotes  

the gamma function. The joint likelihood I, is written as 

 

 

                  𝐥 = 𝐥𝐱 . 𝐥𝐲                                                                          (𝟏𝟑) 

                                                                                                         

A new hypothesis is added which uses the given binary indicator matrix of assignments to label all the matched 

observations. A new track is added to the unmatched observations. The cost of matching is the product of beta 

likelihood and the squared distance. The Matlab implementation of the tracking algorithm using the Linear 

Assignment Problem ensures a minimum cost matching.  
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IV. EXPERIMENTAL RESULT 
The GMM-Likelihood Matching Algorithm has been implemented using MATLAB. The testing 

sequences of an image have obtained from the dataset [15][16]. The daria walk is the testing sequence extracted 

from the Weizmann dataset where it is an avi format file which consists of 84 frames. The size of each frame is 

188 x 144 dimensions. The tracking algorithm gets the sequence of frames from the specified folder with the 

extension and starts running. The algorithm will display the result in a four subplots. The subplot A represents 

the actual image. The subplot B represents the foreground image. The subplot   C represents the best 

background image. The subplot   D   represents the object tracked image. The pixel mixture statistics and  the  

pixel  mixture graph figure display appears  when  the pixel coordinate of the debugging pixel  takes  argument 

from the figure handle.  

The statistics visualisation fig.3 of the image is given below; initially the component is drawn black 

around it. When the component belongs to the background, the blue frame has been drawn around it. In the case 

of component being   replaced by another component it will be marked as red. The mean and the variance of the 

R, G, B components are calculated for each frame. It also displays the weight of the components for the each 

frame. 

 

 
Fig. 2 Display of the tracking of the frame 67 of daria walk. 

 

The daria walk frames are loaded from the selected directory. The figure handle pick the pixel 

coordinate (79,42) for the testing, the argument pixel coordinate(x,y) may vary and it depends on the region 

where the user clicks the image . The fig. 2 shows the result of the daria walk sequence. The moving human 

image is detected and tracked, where the tracking has been shown within the bounding box. The subplot B 

shows the foreground detection and the subplot C shows the best background detection.  

 

 
Fig. 3. Display of the red component against frame of the frame 67 sequence of the daria walk. 
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The fig (3) shows  the  statistical  visualization  of the mean and the variance of the pixel coordinates 

and also it shows  the  graph of  red component against  the frame. It plots the red components and the error bar 

time plot for each and every frame. The updated mean and variance of each frame is processed, and the 

foreground weight and the background weight for frame 67 are found. From the graph, it is  seen  that  the  red  

component  maintain  the  consistency of  the  mean value for  the frame 1 to 64 and from frame 65 to frame 68  

there are abrupt changes in the mean value and from 69 till the end of the frame regains the previous  mean 

value. The pixel coordinate (79, 42) is maintained constant over the frames and it is used to say that pixel of that 

frame is a foreground pixel or it detected the background pixel. It was also proved statistically with the mean 

value and the variance.  

 

 
Fig. 4. the Display of the scatter plots of the Green and Red components of the frame 67 of the daria walk. 

 

The fig (4) represents the scatter plots of the first two dimensions of the data and   the super impose 

ellipses indicates the Gaussians. The ellipse for each component of its unit standard deviation has a dotted 

representation for the matching boundary imposed by standard deviation threshold. By default, the Gaussian 

will be in black, the replaced Gaussian will be in red whereas the matched Gaussian will be in green and the 

blue indicates the background boundaries. The unit standard deviation is the square root of the variance. The 

matching boundary is given in terms of standard deviations; hence each component is multiplied by its own 

standard deviation to plot a proper ellipse. The fact that the covariance matrix is diagonal has been used.  The 

Table I display the frame wise details of the mean and the variance of the sequence of daria walk. The variation 

of the mean is same for all the three components; it is obvious that the pixel selected belongs to the background 

Gaussians. The same pixel positions for the frame 64 & frame 65, is detected as foreground. In this way, this 

algorithm clearly spots the moving objects in the frame. The mean and the variance are updated for each and 

every sequence of the frame. The fig (5) shows sequence of the input frame of daria walk. In fig (6) the tracking 

algorithm image sequence show walking sequence of frames and have been tracked with the bounding box.  

Henceforth, the GMM-Likelihood Matching motion tracking algorithm method is applied at each level of the 

algorithm which results in more accurate detection of object.                           

 
                        (a)              (b)                               (c)                              (d) 
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                  (e)                                          (f)                                        (g)                                     (h) 

Fig 5. (a)-(e) The sequence of the input frame of daria walk 

 

 
           (a)                  (b)                                 (c)                                (d) 

 

 
                   (e)                                               (f)     (g)    (h) 

Fig 6. (a)-(e) The sequence of the output frame of daria walk 

 

Table I Frame-Wise Mean And Variance Of R, G, B Components For The Selected  

Pixel Coordinate (79,42) Of Daria Walk 

S.No Frame Pixel 

Coordinate 

Mean(µ) Variance(σ) Weight Region 

Red Green Blue Red Green Blue 

1.  6 79,42 124.197 

124.197 

124.197 

92.018 

6.823 

237.044 

69.198 

198.476 

121.380 

5.225 

5.225 

5.225 

3.00 

3.00 

3.00 

3.00 

3.00 

3.00 

1.000000 

0.000000 

0.000000 

Background 

2.  22 79,42 124.934 

124.934 

124.934 

92.018 

6.823 

237.044 

69.198 

198.476 

121.380 

16.147 

16.147 

16.147 

3.00 

3.00 

3.00 

3.00 

3.00 

3.00 

1.000000 

0.000000 

0.000000 

Background 

3.  47 79,42 126.148 

126.148 

126.148 

92.018 

6.823 

237.044 

69.198 

198.476 

121.380 

29.486 

29.486 

29.486 

3.00 

3.00 

3.00 

3.00 

3.00 

3.00 

1.000000 

0.000000 

0.000000 

Background 

4.  64 79,42 126.259 
126.259 

126.259 

66.000 
66.000 

66.000 

69.198 
198.476 

121.380 

29.822 
29.822 

29.822 

3.00 
3.00 

3.00 

3.00 
3.00 

3.00 

1.000000 
0.000000 

0.000000 

Foreground 

5.  65 79,42 126.259 

126.259 
126.259 

66.000 

66.000 
66.000 

35.000 

35.000 
35.000 

29.822 

29.822 
29.822 

3.00 

3.00 
3.00 

3.00 

3.00 
3.00 

0.999980 

0.000010 
0.000010 

Foreground 

6.  68 79,42 126.259 

126.259 

126.259 

47.000 

47.000 

47.000 

35.000 

35.000 

35.000 

29.822 

29.822 

29.822 

3.00 

3.00 

3.00 

4.029 

4.029 

4.029 

0.999980 

0.000010 

0.000010 

Background 

7.  71 79,42 126.194 
126.194 

126.194 

59.000 
59.000 

59.000 

35.000 
35.000 

35.000 

29.901 
29.901 

29.901 

3.00 
3.00 

3.00 

4.029 
4.029 

4.029 

0.980773 
0.000010 

0.019218 

Background 

8.  84 79,42 126.074 
126.074 

126.074 

59.000 
59.000 

59.000 

35.000 
35.000 

35.000 

27.842 
27.842 

27.842 

3.00 
3.00 

3.00 

4.029 
4.029 

4.029 

0.985214 
0.000008 

0.014779 

Background 

 
V.  CONCLUSION 

The GMM-Likelihood Matching motion tracking algorithm is simple, fast, and consistent with the real-

time tracking requirements in video surveillance systems and other practical applications with the integrated 
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combined segmentation of foreground and best background. The tracking results based on the routine loop of 

detecting the objects by using data association function and the new hypotheses function in Kalman Filter 

algorithm, beta likelihood matching provides a better result. The GMM-Likelihood Matching motion tracking 

algorithm effectively solves the influence of the lighting change, multi-target movements, the disappearing, 

mixing and shading of moving objects to the tracking effects. Application of the experimental results has proved 

the effectiveness and robustness of the algorithm. In future the motion detection and tracking achieved by our 

framework can further be used to find the trajectory of the motion, suspicious behaviour analysis and irregular 

motion detection.  
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