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Abstract: Recently, content-based image retrieval has become hot topic and the techniques of content-based 

image retrieval have been achieved good development. Content-based image retrieval systems were introduced 

to address the problems associated with text-based image retrieval. In this paper, basic components of content-

based image retrieval system are introduced here. Images are classified as lablled and unlablled images. Here 

survey on content based image retrieval given with some Image retrieval methods based on unlabelled data like 

D-EM, SVM, Relevance Feedback, Semi-Supervised/Active Learning, Transductive Learning, Bootstrapping 
SVM, Active learning, SSMIL and Label propagation Methods are presented in this paper. Comparison of these 

all methods is also presented in this paper. 
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I. Introduction 
IBM was the first, who take an initiative by pro-posing query-by image content (QBIC). QBIC 

developed at the IBM Almaden Research Center is an open frame-work and development technology. Fig.2 

shows general Framework of Content based Image Retrieval system. All images will undergo the low level 

feature extrac-tion process before being added to the images database. In feature extraction stage, features such 

as colour, shape or texture are extracted from the image. User provides a sample image and the similarity 

measurement engine is responsible in estimating the similarity between the query image and database images 
and then ranking them ac-cording to their similarity to the given query image.[34] 

 
Fig 1. General Framework of Content Based Image Retrieval[34] 

 

Images are classified as labeled and unlabelled images. But this classification is confronted by two main 

challenges. The first one is that the labelled training samples are too limited. We cannot give label to each and 

every image. Generally, the labels are provided by user’s queries and relevance feedbacks, which will be very 
limited. Limited training data would only result in weak classification [33]. Another challenge is the 

dimensionality of learning, since high dimensional visual data would pose practical difficulties for feature 

weighting, selecting and dimensionality reduction. Limited training data would also prevent effective 

dimensionality reduction schemes. If there are a large number of unlabelled images in the given database, we 

may use them to boost the weak classifier learned from the limited labelled data, since unlabelled data contain 

information about the joint distribution over features [2, 3, 33]. The whole image is not interesting to the user, only 

a very small portion of the large image database is interesting to the user, in which almost images are unlabelled. 

Much work regards the problem as a strict two class classification problem, with equal treatments on both 
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positive and negative examples. Positive examples cluster in certain way, but negative examples usually do not 

cluster since they can belong to any class. It is almost impossible to estimate the real distribution of negative 

images in the database based on the relevant feedback [4, 5, 33]. A significant stage in the development of CBIR 
system is low level feature extraction. Feature extraction may be done from region or an entire image [9, 10]. The 

Bayes point machines approach used to give the soft annotation to the unlabelled image 
[11]

. The section-II of 

this paper presents related work of image classification with unlabelled image. Section-III of this paper gives 

conclusion. 

 

II. Related Work 
Here some methods of content based image retrieval based on unlabelled data is explained in brief. 

Also the comparison of each method is given at the end of this section. 

 

A. D-EM (Discriminant-EM) Algorithm 

The D-EM algorithm[14, 15] is used as a way of exploiting an unlabelled data in Content Based Image 

Retrieval system. This is three steps iterative method for an efficient way of retrieving an unlabelled image. The 

three steps are E-step, D-step, and M-step respectively. In such circumstance, the hybrid training data set D 

consists of a labelled data set L ={(xi, yi), i=1,.,N}, and an unlabelled data set U={xi, i=1,.,M}. In CBIR, the 

query images act as the labelled data, and the whole database or a subset can be treated as the unlabelled set[16]. 

We make an assumption here that L and U are from the same distribution. Therefore, image retrieval is to 

classify the images in the database based on both labelled and unlabelled training data. The applied to this 

learning task, since the labels of unlabelled data can be treated as missing values[17]. Finally D-EM algorithm[18] 

is working an accuracy without than unlabelled data in image database. This algorithm is give guideline for the 

system to utilize the unlabelled data with labelled data.[33] 
 

B. Support Vector Machines 

Support Vector Machines have shown their capacities in pattern recognition. The aim of SVM 

classification method is to find the best hyper-plane separating relevant and irrelevant vectors maximizing the 

size of the margin (between both classes). Initial method assumes that relevant and irrelevant vectors are linearly 

separable[19]. The SVM separate the whole image database into two classes. The two classes are also including 

the unlabelled images with two types they are relevant and irrelevant unlabelled images. The relevant unlabelled 

image is related to the relevant labelled images in the image database. In similar way the irrelevant unlabelled 

image is related to the irrelevant labelled images in the database. This SVM is also classifying the unlabelled 

images in accuracy manner.[33] 

 

C. Relevance Feedback 
As image databases usually contain unlabelled images, these can be exploited to help supervised 

learning by asking the user to label them. The goal is naturally to minimize asking help from the user. The 

relationships of all the data points in the feature space using a manifold ranking algorithm and constructs a 

weighted graph that contains all images; the ranking scores of labelled examples are iteratively propagated to 

nearby labelled and unlabelled images[20]. The Relevance Feedback is using the likelihood functions used to 

relate the certain data points in the image class. These function is define the relevancy of each data point to the 

user given query. This is most useful to give rank to unlabelled images in the image database[21, 22]. The learners 

are trained with labelled and unlabelled images. Then the process is merged in form of positive image. That 

image having the high confidence degree for presenting the required user in the result form.[33] 

 

D. Semi-Supervised/Active Learning 
This learning[23] is working with two different learners for training the retrieval process of unlabelled 

image by using labelled images from image database. The learning is dividing into two types, semi-supervised 

and active. Both are different. Here most important result of learners opinion of unlabelled images. And also 

using some sampling process, these samples are mainly used to select the unlabelled images during the image 

retrieval. Semi-supervised learning[24] deals with methods for exploiting unlabelled data in addition to labelled 

data to improve learning performance. Two independent sets of attributes, and uses the prediction of each 

learner on unlabelled examples to augment the training set of the other[25]. Active learning deals[26] with methods 

that assume the learner has some control over the input space. In utilizing unlabelled data, it goes a different 

way from semisupervised learning, with the goal of minimizing the number of queries required. There are two 

major schemes, i.e. uncertainty sampling train a single learner and then query the unlabelled instances on which 

the learner is the least confident. Committee-based sampling generate a committee of several learners and select 

the unlabelled instances on which the committee members disagree the most [27,33]. 
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E. Transductive Learning Method 

In this learning method [29] is processing the unlabelled image with the probability manner. The high 

probability is used to identify the unlabelled images from the whole image database. The Ranking Process The 
resultant ranking score of an unlabelled image is in proportion to the probability that it is relevant to the query, 

with large ranking score indicating high probability. Thus the effect of unlabelled data is gradually incorporated 

into the ranking score [30,33]. 

 

F. Bootstrapping SVM active learning 

The normal SVM active learning is used. When active learning ends, the database images are ranked in 

descending order of the distances to the final separating hyperplane, and the top images are shown as the 

retrieval result. It aims to achieve good classification performance with the help of unlabelled data in the 

presence of the small sample problem. The labelled images consist of at least one positive and one negative 

image. Then the unlabelled images in the image database are incorporated to train the initial SVM classifier. The 

initial classifier is improved by incorporating unlabelled images instead of heuristically labelling more images. 
Hence, it reduces the labelling cost and thus the burden on the user to improve the retrieval. This method is 

general such that any algorithm for learning from labelled and unlabelled data can be incorporated [2, 33,31]. 

 

G. Semi-Supervised Multiple Instance Learning (SSMIL) 

The Formulation straightforward way is to map both the labelled and unlabelled bags into the feature 

space determined by all the labelled bags. The Up-Speed after each labelled bag is mapped into the feature 

space; all the unlabelled bags can also be mapped into this feature space. Hence, the dimension for each bag can 

be greatly reduced, with the irrelevant features being discarded. To select the most important instances and 

mapping each bag B in both the labelled and unlabelled set into the space determined by these instances as 

follows [33,27]. 

 

TABLE-I SUMMARY OF PREVIOUS PROCESS [33] 
SR 

NO. 

Process Name Description 

1 D-EM(Discriminant-EM)Algorithm Unlabelled image as data set 

2 Support Vector Machines Unlabelled image as two classes 

relevant and irrelevant 

3 Relevance Feedback  Unlabelled image having rank 

4 Semi-Supervised/Active Learning Unlabelled image as training set 

5 TRANSDUCTIVE LEARNING METHOD Unlabelled image as ranking score 

6 Bootstrapping SVM active learning Unlabelled image as initial SVM 

classifier 

7 Semi-Supervised Multiple Instance Learning (SSMIL) Unlabelled image as instance of 

mapped bag 

 

III. Conclusion 
In this paper we surveyed the content-based image retrieval system, by providing an overview of the 

most important aspects characterizing that kind of images. The image databases are classified into the labelled 

image and unlabelled image. In this paper, we have presented a survey on content based image retrieval based 
on unlabelled images. We compare the many image database classification processes based on unlabelled 

images. The image classifying processes are more useful to the next generation of the content based image 

retrieval system with unlabelled images. 
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