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 Abstract : Frequent item set mining is  used that focuses on find out recurrent correlations in the data. 

Change mining, it focuses on frequent itemsets, focuses on  important changes in the set of mined itemsets from 

one point in time period to another. The finding of frequent generalized itemsets, One dynamic pattern, the 

history generalized pattern ,that represents the development of an itemset in successive time periods, by 

accounting the information about its recurrent generalizations characterized by minimal redundancy some time 

it becomes  infrequent. Higen mining, The higen miner,  that focuses on avoiding itemset mining followed by 

postprocessing by developing a support-driven itemset generalization .To focus the attention on the minimally 

redundant recurrent generalizations and  reduce the amount of the generated patterns, the finding  a  subset of 

higens, namely the nonredundant higens, . Tests do on both real and synthetic datasets show the competence 

and the effectiveness [1] . 
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I. INTRODUCTION  

        Frequent itemset mining algorithm  is constrained by a minimum support threshold to discover patterns 

whose observed support in the source data  is equal to or surpasss a given threshold [2].    The put into forcefully 

of low support thresholds may involve generating a very huge amount of patterns which may turn out to be 

difficult see in to that this is case when support count value is less than given threshold.In another case higher 

threshold   forcefully inserted into the dataset might be prune relevant  but not sufficient frequent recurrences. 

       Generalized itemsets, which have been first introduced in [4] in the context of market basket analysis, 

are itemsets that provide a high level abstraction of the mined knowledge. Tables 1 and 2 represent  two 

example of datasets, related  with two following months of year 2013 June and July. Each record be in contacts 

to a product sale  & the good description, the date, the time, and the location in which position are reported. Fig. 

1 shows a simple tree structure  defined on the location attribute. Table 1 reports the set of all probable frequent 

generalized and not generalized itemsets, and their equivalent absolute support values  mined, [4], from the 

example datasets D1 and D2,by exploiting the tree  reported in Fig. 1 and by implementing an absolute 

minimum support threshold equal to 2. In both dataset that is D1 and D2  itemset are suit the support threshold 

and other are frequent in one months out of two months.  In the case  of frequent itemsets by exploiting 

generalized itemsets to represent patterns that become unusual with respect to the support threshold, and 

therefore they are no longer extracted, at a specific  point.  [3], [8], [9].This type of algorithm is used to 

discovering basic changes [6], [13], [14]). 

                                                                           Table 1 

(a)Dataset D1. Good sales in June  2013                                 (b)Dataset D2. Good sales in Jule 2013 

                                   
 

          Consider the  itemsets {Paint, Bihar} and {Jacket, Paris}. The former  itemset is nonfrequent in D1 

means its support count value in D1 is lower than the support threshold and frequent itemset in D2  support 

value increase from June to July,  after that  shows an opposite.The discovery of higher level relationship,in the 

form of generalized itemsets,. Item set generalization  allowed only avoiding infrequent itemset. At the same 

time, the information is  provided by the series of generalizations or specializations of the same pattern in 

successive time durations. The generalized itemset {Paint, India}has a specialization  {Paint, Bihar}) that is 
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infrequent in June and frequent in the july  might be relevant for decision making and,reported as a temporal 

correlation among  Recurrences about  product Paint. Same as , the information that, although {Jacket, Paris} 

infrequent with respect to the minimum support threshold transferring  from June to July, its generalization 

{Jacket, France}remains frequent in both months can be relevant for analyst decision making. this type of 

information cannot be directly mined or  to the point represented   means of any existing  concept. 

                             
Table 2  

                                    Extracted Patterns                                           

 
 (a)Generalized and not Generalized  Itemsets mined                         (b)  Extracted HIGEN From D1 & D2 

min_sup=2 

 

          We are using one dynamic pattern is History Generalized Pattern that is a higen represents the 

minimum sequence of generalizations required to keep information provided by a non  generalized itemset 

which is frequent, with respect to the minimum support threshold, in each time duration . If an itemset is 

frequent in each time duration, the respected  higen reports its support variations. Otherwise, when the itemset 

becomes infrequent at a specific point, the higen reports the minimum number of generalizations required to 

make its enclosed information frequent at a higher level of abstraction.frequent generalization at minimum 

abstraction level represents the information  with minimal redundancy.  

     When an infrequent or not generalized itemset having multiple generalizations belonging to the same 

minimal aggregation level, number of  higens associated with the same itemset are generated. Now  focus the 

concentration of the analysts on the frequent generalizations of a uncommon  itemset encolsing the same 

knowledge with a minimal amount of redundancy and, the reduced the number of the generated patterns.Type of 

higen algorithm is  nonredundant higen, the frequent generalizations of the reference itemset of minimal 

generalization level distinguishd by minimal support.In Table 2 the set of HIGENs, which is mined from the 

given dataset by forcing an absolute minimum support threshold equal to 2, is generated. The reference type of  

itemset is shown in table written in bold font. This arrow indicates     means that the right side of  itemset     is a 

generalization of the left-side of itemset, & involves a   specialization relationship, this ~> means  no any 

changes occuers in the abstraction level .  For , {Jacket, Paris}    {Jacket, France} is a HIGEN stating that, from 

June (D1) to july (D2) 2013, the not generalized itemset {Jacket,Paris} is infrequent with respect to the 

minimum support threshold  its upper level generalization as shown in the  Fig 1 remains frequent. All the 

higens reported in Table 2 given  to a different purpose  not generalized reference itemset. The  extraction 

process  generate more higens each itemset, the generation of the nonredundant higens generates just the higens 

enclosing the minimal amount of redundancy, that is  the ones including generalizations with minimal support. 
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II. RELATED WORK 
       Literature survey of that concept is that in this topic used different data mining algorithm this algorithm 

having some limitations and some drawback.To overcome that drawback they have to used higen algorithm and 

non-redudandant higen algorithms are to be used. 

 

1.Frequent itemset mining Algorithm: 

     The identification of sets of items, products, symptoms and characteristics, which occured together in 

the given database, is of the more fundamental  tasks in Data Mining process. The aim of this algorithm is  for 

searching frequent sets from the need to analyze also called as supermarket transaction data. We introduced 

mining association rules between sets of items in Large Databases the problem of mining association rules 

between sets of items in a large database of customer transactions. Each transaction consists of items purchased 

by a customer in a visit. finding those rules that have:  The rules that we f have find item in the resultant and a 

union of any number of items in the antecedent. We solve this problem by decomposing it into two 

subproblems: 

1. Finding all itemsets, called large itemsets, that are present in at least s% of transactions. 

2. Generating from each large itemset, rules that use items from the large itemset. 

steps: join and prune. 

3. Info Miner Algorithm:  

      Effective mining algorithm, InfoMiner+, to simultaneously mine significant patterns and the 

associated subsequences. we introduced  a new mining problem of partial periodic pattern with random 

replacement.[9]  

 

4. Existing Chatterbot system: 

Bot is an English simplification for the word robot, which is an agent which collaborates with a user or 

another program, simulating a human activity. The bots can be categorized  in many categories, such as 

academics, searches, trades, etc; this  deals with chatterbots or conversation robots.The goal of this type  of bot 

is to answer and  questions, in a particular  way that people  think they are talking to another person, instead of a 

computer program. The chatterbots have inside its knowledge base a set of simulated dialogs, to communicate 

with users in a natural language, and can be used as interfaces in a broad series of applications like electronic 

commerce, distance learning, among others. The chatterbots use Artificial Intelligence to simulate a dialog with 

a human being based in a “stimulus – response”routine: you make questions and he provides answers based on 

those questions. After a question is submitted in a natural language, the program queries a knowledge base and 

sends an answer trying to mimic the human behavior. 

         Prons  

1. Temporal association rules are prone to become useless with the addition of new data to the database. 

2. Reqiure less memory for storing dataset. 

3. Minimum web data are required. 

Cons 

1. Privious chatter bot system is not updated to particular time being it only used exiting dataset  

2. History oriented processing not available. 

3. Processing and computation time are more. 

4. Result never updated with time not upto use expectation. 

 

III. implementation details 
  3.1  Design: 

 
                                                                  Fig III Chatter bot system  

Objective of Project : 

         Find out temporal change pattern in mine by using real   time dataset generation.   Input and outcomes of 

project:  We will use chat as web dataset then will train our system then will provide new set and detect change 

in it.  All the work is done in Knowledge managament component Which is act as decision maker when we want 
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to asked some question to that chat bot system it gives the answers but it discovered those are temporal change 

pattern or not then decision is made then and then it will provide the answers. We are developing New 

Chatterbot system which is better then privious chatter bot system this can be used any type of application and 

mining process is done in this system web dataset or live dataset is used as input. to this dynamic system with 

dynamic algotithm for example what’s app,facebook chat is used as dataset.  We are  implementing the chatter 

bot system which previously implement but  we are  overcome the drawback of exiting system knowledge 

management is the main part in our  system which is used to giving the answer to the pericular  question and 

make the decision means mine that answer.  

Block Diagram : 

 

 
Fig3.2 Generalization hierarchy over the Service attribute. 

3.2 Algorithm : 

Algorithm 1. HIGEN MINER: HIstory GENeralized Pattern MINER-Input: Given ordered set of 

timestamped structured datasets D ={D1;D2; . . .;Dn}, minimum support threshold  min_sup, taxonomy Output: 

set of HIGENs HG  

1: k1 = 1    and and  HGN =Ø ; // Candidate length   

2: Ck =set of distinct k-itemsets in D  and repeat  for all c €Ck do  scan Di and count the support sup(c,Di)  Di € 

D and  end for    L 
i
  k = {itemsets c € Ckj sup(c,Di) >= min_sup for some Di € D} 

3: HGN = update_HIGEN_set(Lik;HGN) 7: l = 1 // Candidate generalization level 

4:HGen = Ø; // generalized itemset container and  repeat  for all c in Ck of level l do 10: D
in

 c = {Di €D 

jsupðc;DiÞ < min_sup} // datasets for which c is infrequent  

5: if D
in

c ≠ Ø ; then  Hgen(c) =set of new generalizations of itemset c of level l + 1 then Hgen(c      

)=taxonomy_evaluation(0; c)  for all Hgen € Hgen(c ) do  Hgen.Desc = c // Generalized itemset descendant and  

end for 

6: HGen = HGen U Hgen(c)  and  end if , end for  HGen ≠ Ø; then  for all Hgen € HGen do scan Di and count 

the support of gen V Di € D
inf 

gen:Desc   for all Hgen j sup(Hgen,Di)  >= min_sup for some Di  €D
inf

 gen:Desc do  

HG1 = update_HIGEN_set(Hgen;HG1) 

7: if sup(Hgen,Di) >=min_sup for all Di € D
inf

 gen:Desc then  remove Hgen from HGen   end if  and  end for ,and 

end for   Ck = Ck U HGen and  end if  l = l + 1  until HGen =Ø ;  k1= k1 + 1 and Ck+1 = 

candidate_generation(Ui C
i
k )  until Ck =Ø ;   return HG1[1] 
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V. Conclusion 
   This paper discovered  the problem of change mining in the case of frequent itemsets. To represent the 

development of itemsets in different time periods without discarding relevant but rare knowledge due to 
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minimum support threshold enforcement, it proposes to extract generalized itemsets characterized by minimal 

redundancy  in this case one itemset becomes  infrequent in a certain time duration. To this aim, two kinds of 

dynamic patterns, namely the Higens and the Nonredundant higens, have been introduced. [1] 
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