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Abstract: Privacy Preserving Data Mining(PPDM) is an emerging research area. Its objective is to extend the 

traditional data mining techniques to work with transformed data while protecting confidential information with 

minimized loss of privacy and information. In other words PPDM techniques aimed at modifying the original 

data while still being able to recover the data mining results from the modified data. This article analyses the 

existing PPDM techniques and presents the analysis of the  proposed algorithms in the research work. 
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I. Introduction 
PPDM Data mining is a growing area of study in computer science and it is applied to many fields. 

However, malicious usage may cause privacy problems. But it is a challenging task to perform data mining 

without violating privacy of data or knowledge. This necessity emerged privacy preserving data mining. 

The main consideration in PPDM is two-fold: first, Input-privacy protection which modifies sensitive 

raw data like identifiers, names, addresses and the like in order to produce sanitized data which would be used 

for mining process. Second, output privacy protection which modifies sensitive raw knowledge(patterns) and 

releases sanitized(modified) patterns. Various approaches have been adopted to deal with PPDM and many 

algorithms have been proposed.  

 

1.1. Privacy Preserving Techniques  
There are three main privacy preserving techniques for data mining namely, heuristic-based techniques, 

cryptography-based techniques, and reconstruction-based techniques [1].  

1) Heuristic-based Techniques: Heuristic-based approaches are mainly used in centralized database 

environment. They are similar to adaptive modification that modifies only selected values rather than all 

available values in order to minimize the utility loss. There are several heuristic-based approaches that hide both 

raw and aggregated data using different hiding techniques such as k-anonymization, data swapping, 

generalization, sampling, adding noises and sanitization.  

2) Cryptography-based Techniques: These techniques are mainly used in distributed environment and are 

problem specific. They are applied on distributed data and in a situation where more than one party is involved 

to securely and collaboratively perform a computation task based on their private inputs.  

3) Reconstruction-based Techniques: These techniques are applied on both centralized and distributed data. In 
order to preserve privacy, data is first perturbed and then, its distribution is reconstructed at an aggregated level 

in order to apply data mining. Since it is not possible to estimate the original values of individual records 

accurately, a reconstruction procedure is employed to estimate the distribution of the original values.  

 

1.2. Technique Selection Criteria  

In choosing different privacy preserving techniques, a number of selection criteria should be taken into 

account. In general, no privacy preserving algorithm can outperform others on every aspect. The work presented 

in [1] identifies four evaluation criteria i.e. performance, data utility, level of uncertainty, and resistance in order 

to select a suitable privacy preserving technique.  

o Performance – it refers to the computational cost(the time)  required to achieve privacy preserving.  

o data utility – privacy preserving algorithms should be have minimum privacy loss, the information loss, 

and the loss of functionality of the data.  
o level of uncertainty – means that no opponent or counterpart can predict the sensitive information that is 

hidden. In general, the algorithm with maximum uncertainty level will be preferred over other algorithms.  

o Resistance – a given privacy preserving algorithm protect the private data against a particular data mining 

algorithm, but it may not provide the same protection against other data mining techniques. 
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1.3. Contributions of the Paper  

- Various privacy preserving techniques with their characteristics have been discussed. 

- A set of heuristic-based sanitization type pattern transformation algorithms for hiding sensitive frequent 
patterns(itemsets) have been developed using both objective and subjective measures of interestingness. 

- The improvements over performance issues like parallel and incremental approaches have been addressed 

in order to handle large and dynamic databases.  

- An approach for group-based sensitivity disclosure is proposed to introduce a balance between privacy and 

utility of the databases. 

- The analysis over the results of the proposed algorithms is presented. 

 

II. Literature Survey 
Recently, researchers have been concentrating on the concept of protecting sensitive knowledge in 

association rule mining; many approaches have been proposed so far, that includes anonymization, 

randomization and sanitization.  

In [2] an optimal algorithm that start from a fully generalized table and specialize the dataset in a 

minimal k-anonymous table is presented; an algorithm that uses a bottom-up technique and apriori computation 

is described in [3]; a top-down heuristic to make a table to be released with k-anonymity is proposed in [4]. In 

[5] randomization technique is applied which add noise to the original data and mask the attribute values of 

records. 

The procedure of transforming the source database into a new database that hides some sensitive 

knowledge/rules is called sanitization process[6]. The underlying principle of data sanitization that reduce the 

support values of restrictive rules was initially introduced by Atallah et. al[7] and they proved that the optimality 

in sanitization process is NP-hard problem. In [8] the authors investigated confidentiality issues of a broad 
category of association rules and proposed some algorithms to preserve privacy of such rules above a given 

privacy threshold. In the same direction Saygin[9] introduced some algorithms to obscure a given set of 

sensitive rules by replacing known values with unknowns, while minimizing the side-effects on non-sensitive 

rules. Like the algorithms in [8], these algorithms are CPU-intensive and require various scans depending on the 

no. of association rules to be hidden. A framework for protecting restrictive patterns and sanitizing algorithms 

are introduced in [10] that require two scans. In [11]-[13], algorithms that focus on the heuristic based 

sanitization approach are proposed which overcome the limitations of the previous work to a high extent. 

Cryptography based approaches are presented in[14] that proposes a transformation framework that 

allows to systematically transform normal computations to secure multiparty computations; the article[15] also 

presents four secure multiparty computation based methods that can support privacy preserving data mining. 

A random matrix-based spectral filtering technique to recover the original data from the perturbed data 

is proposed in [16]. Two other data reconstruction methods, PCA-DR and MLE-DR have been proposed in [17]. 
In addition, several distribution reconstruction algorithms have been proposed [18]-[19] in correspondence with 

different randomization operators. 

 

III. Preliminaries 
Transactional Database: A transactional database consists of a file where each record represents a transaction 

that typically includes a unique identity number (trans_id) and a list of items that make up the transaction.  

Association Rule:  It is an expression of the form , X ⟹ Y, where X and Y contain one or more 

patterns(categorical values) without common elements.  
Frequent Pattern: A pattern(itemset) that forms an association rule is said to be frequent if it satisfies a 

prespecified minimum support threshold.  

Restrictive Pattern: Pattern to be hidden from the transactional source database according to some privacy 

policies.  

Sensitive Transaction:  A transaction is said to be sensitive, if it contain atleast one restrictive pattern.   

Transaction Size: The number of items which make up a transaction is the size of the transaction. 

Transaction Degree: The degree of a sensitive transaction is defined as the number of restrictive patterns which 

it contains. 

Victim item: Item that is to be deleted in the sensitive transaction of a restrictive pattern whose support count is 

to be decreased. 

Null Transactions:  A set of transactions is said to be null transactions(~ST) if they do not contain any of the 

patterns being examined.  

Cover: The Cover[11] of an item Ak can be defined as, CAk = { rpi | Ak  rpi RP, 1  i  |RP|} 

 i.e., set of all restrictive patterns which contain Ak.  

The item that is included in a maximum number of rpi‟s is the one with maximal cover or maxCover; 

 i.e., maxCover = max( |CA1|, |CA2| , … |CAn|  )  such that Ak  rpi RP. 
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IV. Sanitization Technique 
Given the source dataset(D), and the restrictive patterns(RP), the goal of the sanitization process is to 

protect RP against the mining techniques used to disclose them. To alleviate the complexity of the optimal 

sanitization, some heuristics could be used. A heuristic does not guarantee the optimal solution but usually finds 

a solution close to the best one in a faster response time. The sanitization process decreases the support values of 

restrictive patterns by removing items from sensitive transactions. This process mainly includes four subtasks: 

1. identify the set of sensitive transactions for each restrictive pattern; 

2. select the (partial) sensitive transactions to sanitize; 

3. identify the candidate item(victim item) to be removed;  

4. rewrite the modified database after removing the victim items. 

Basically, all sanitizing algorithms differs only in subtasks 2 & 3. The algorithms proposed in the research work 

are given in Fig.1 

 
Fig.1 Taxonomy of Proposed Algorithms 

 

4.1. Outline of the proposed algorithms 

Scan Source Dataset(D); 

Construct hash tables; 

Find  sensitive transactions( ST); 

Extract  null transactions(~ST); 

Apply the heuristic & sanitize sensitive transactions( ST
‟); 

Obtain D‟ ← ST
‟  ~ST; 

Release Sanitized Dataset(D‟). 
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The heuristic used in the proposed algorithms are stated below: 

4.2. Heuristics of  Proposed Algorithms 

These algorithms are based on the support count (frequency of occurrence) and hiding is enforced by decreasing 
the support count according to the respective heuristic of the algorithms. 

Item-based: Maxcover Algorithm(IMA)[11]: 

Heuristic : Victim item is selected based on maxcover  value of the items in all restrictive patterns. 

Theorem: The running time of the IMA is O[N(n1+n2)] in the worst case, where n1 is the number of restrictive 

items(Ak), n2 is the number of restrictive patterns(rpi) and N is the number of transactions in the source dataset. 

Pattern-based Maxcover Algorithm(PMA)[12]: 

Heuristic:  Find T =  ; for every t T, select the victim item Ak with  maximal cover such that 

Ak  rpi  t and remove; In case of tie, choose one in round robin; Continue selecting the victim items on this 

strategy for the left over transactions until the support count of all rpi becomes zero. 

Transaction-based Maxcover Algorithm(TMA)[13]: 

Heuristic: For every transaction t of  rpi  RP, select a victim item, Ak with maximal cover within t such that  Ak 

 rpi  t; In case of tie, choose one in round robin. 
Sensitivity Cost Sanitization(SCS) Algorithm[20]: 
This algorithm has been proposed to hide sensitive items based on the subjective measure of interestingness 

which would be set according to the users‟ belief & expectations. 

Sensitivity Cost: It is a user-defined value associated with individual item based on its significance in the 

sensitive patterns or rules.  

Heuristic: The individual items in the restrictive patterns are associated with a boolean cost vector; for every 

transaction t of  rpi  RP, select a victim item Ak with cost = 1 and maxcover within t such that  Ak  rpi t; In 

case of tie, choose one in round robin. 
Theorem: The running time of the PMA, TMA and SCS is O(n × N) in the worst case, where n is the number of 

restrictive patterns(rpi) and N is the number of transactions in the source dataset. 

 

4.3. Performance Improvements 

The following improvements have been introduced to enhance the performance of the proposed 

algorithms in order to handle potentially large, dynamically updated databases and also to introduce  a tradeoff 

between the privacy and utility of the databases. 

Parallel approach[21]: For very large databases a partitioned approach may be used. Here, the 

sanitization task is distributed among the Server and the Clients and the task is implemented as two modules 

namely Server Module and Client Module. 

Incremental approach[22]: As the world is filled with dynamic data which grows rapidly than what we 
expect, some interesting new rules may be introduced in the existing databases and some existing rules may 

become obsolete. In order to handle such updated database, this approach performs incremental sanitization to 

save time and effort. 

Group Privacy Threshold[23]: An approach using a privacy measure(numeric) which determines the 

sensitivity level of different group of associated items(patterns) especially in transactional databases is proposed 

in order to maintain a balance between privacy and utility of the database. 

this approach, the goal is to hide a group of frequent patterns which contains highly sensitive 

knowledge. Such sensitive patterns that should be hidden are called restrictive patterns. Restrictive patterns can 

always be generated from frequent patterns. 

 

V. Experimental Analysis 
The proposed algorithms were executed for restrictive patterns (with support ranging between 0.6 and 

5, confidence between 32.5 and 85.7 and length between 2 and 6) chosen under various criteria given below 

using the real dataset T10I4D100K[24]; The test run was made on AMD Turion II N550  Dual core processor 

with 2.6 GHz speed and 2GB RAM operating on 32 bit OS;  The implementation of the proposed algorithm was 

done with windows 7 - Netbeans  6.9.1 - SQL 2005. The performance issues are studied based on the metrics 

suggested in [10]. 

Criteria-I : Restrictive Patterns (5 patterns/1K transactions) were chosen based on the following Strategies and 

results are shown in Fig.2 to Fig.5. 

S1 – Overlapped Patterns 

S2 – Mutually Exclusive Patterns 
S3 – Randomly chosen Patterns 

S4 – High Support Patterns 

S5 – Low Support Patterns 
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Criteria-II : Number of Restrictive Patterns ranging between 5 and 25 (randomly chosen in 1K transactions) 

were selected and the results are shown in Fig.6 to Fig.9. 

Criteria-III : Number of Transactions ranging between 2K and 8K (with 5 randomly chosen Restrictive 
Patterns) were used and the results are shown in Fig.10 to Fig.13. 

The frequent patterns were obtained using Matrix Apriori[25] which use simpler data structures for 

implementation.  

 

5.1. Measures of Effectiveness 

Hiding Failure(HF): It is measured by the ratio of the number of restrictive patterns in the released sanitized 

database(D‟) to the ones in the given source database, which is given by HF =  . The proposed algorithms 

have 0% HF. 

Misses Cost(MC): This measure deals with the legitimate patterns(non restrictive patterns) that were accidently 

missed. MC = . The MC is found to be very minimum for all the three proposed algorithms. 

Artifactual Pattern(AP): AP occurs when D‟ is released with some artificially generated patterns after applying 

the privacy preservation approach and it is given by, AP = . As the proposed approach does not 

introduce any false drops, the AP is 0% . 

Sanitization Rate(SR): It is defined as the ratio of the selectively deleted items(victim items) to the total support 

count of restrictive  patterns(rpi) in the source database D and is given by, SR =  and it is found 

to be less (75%) except for the rules that are mutually exclusive. 

 

5.2. Measures of Efficiency 

Dissimilarity(dif): The dissimilarity between the original(D) and sanitized(D‟) databases is  measured in terms 

of their contents which can be measured by the formula,             

 dif(D,D‟)=  × , where fx(i) represents the ith item in the dataset X. The proposed 

approach has very low percentage of dissimilarity.  

CPU Time: The execution time is observed to be minimum and it interesting to note that this approach has very 

good scalability. The time requirement can further be reduced by adapting parallelism. However, time is not a 

significant criteria, as the sanitization is done offline.  
 

5.3. Results 

     
Fig.2& 3. Effectiveness measures for various strategies of rules 

 

       
Fig.4 & 5. Efficiency measures for various strategies of rules 
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Fig.6& 7. Effectiveness measures for varying no. of rules 

 

      
Fig.8 & 9. Efficiency measures for varying no. of rules 

 

       
Fig.10& 11. Effectiveness measures for varying size(in K)of dataset 

 

      
Fig.12& 13. Efficiency measures for varying size(in K)of dataset 

 

5.4. Analysis 
From the above graphs, the following observations are made: 

General: 

o All the three main algorithms are aimed at multiple rule hiding with no hiding failure at all and hence the 

privacy loss is minimized at the maximum extent. 

o The legitimate rules which are accidently hidden is found to be minimum for all the three algorithms. 

o This approach has reduced SR (except for the mutually exclusive patterns) which preserves the impact of 

the database.  

o The proposed algorithms have minimum dissimilarity rate which shows that the information loss is very 

low and so the utility is well preserved.  

o The performance(execution time) of all the three algorithms are linear. 

 

Specific: 

Among all the three algorithms, PMA is found to be better than the other two in terms of its 

effectiveness and efficiency under all criteria in which the algorithms are tested. 
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VI. Conclusion 
The proposed algorithms do not require costly cryptographic operations (as mining over encrypted 

data) or sophisticated protocols (as secure multiparty computation based) to preserve privacy. These algorithms 

make use of simpler data structures and require single scan of the source database. The proposed sanitization 

algorithms perform multiple rule hiding with a minimal removal of items comparing to the total support count of 

the restrictive items. Moreover, it is proved that these algorithms have maximum uncertainty level, meaning that 

no counterpart or adversary can infer the hidden information even with very low thresholds and in no way 

reconstruction is possible. The execution time is observed to be linear. This simulation facilitates the sanitization 

to be done for variegated set of sensitive patterns for different collaborators. 
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