
IOSR Journal of Computer Engineering (IOSR-JCE)  

e-ISSN: 2278-0661,p-ISSN: 2278-8727, Volume 17, Issue 3, Ver. VII (May – Jun. 2015), PP 63-69 

www.iosrjournals.org  

DOI: 10.9790/0661-17376369                                      www.iosrjournals.org                                            63 | Page 

 

A New Classifier Based onRecurrent Neural Network Using 

Multiple Binary-Output Networks 
 

Mohammad Fazel Younessy
1
 and Ehsanolah Kabir

2
 

1
Department of Electrical and Computer Engineering, Islamic Azad University, Science and Research Branch, 

Tehran, Iran 
2
Department of Electrical Engineering, TarbiatModarres University, Tehran, Iran 

 

Abstract:Conventional classifiers have several outputs equal to the number of classes (N) which imposes so 

much complexityto the classifiers,both in training and testing stages. Instead of using one extra-large and 

complicated classifier, we created N number of simple binary Recurrent Neural Network with true/false outputs. 

Each network is responsible of recognizing its own trained class.We also proposed adecision layer added to 

each network, making a final decision from a sequence of outputs. We test our system on features extracted from 

Iranshahr database, which is a set of 17,000 black-and-white handwritten images of Iranian city names. 

Experimental results authenticate the effectiveness of the proposed method. 
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I. Introduction 
Classifiers are essential tools for the applications that need to find a specific type of result among a 

given set of results, such as offline/online handwritten/typewritten word recognition[1][2][3][4], speech 

recognition[5][6][7][8], and medical diagnosis systems[9][10][11]. Examples of such classifiers are Artificial 

Neural Network (ANN), Hidden Markov Models (HMM),support vector machine (SVM), and k-nearest 

neighbor (k-NN). Generally, a classifier has a training phase, in which some input samples with known results 

are fed into the classifier and the classifier internal weights would be trained by such data. Afterwards, in the 

testing phase, the input samples with unknown output results would be applied to the classifier, and the results 

would be evaluated. 

Conventional classifiers are consisted of high-quantity outputs, which force the classifier to be 

internally complicated and huge. Such classifiers all suffer from poor results and slow timing, both in training 

stage and testing phase. In our paper, we have proposed a new approach to conquer such problems. Instead of 

such complicated networks, we make multiple number of networks, each only consisted of a True/False output. 

It means, instead of one classifier with N number of outputs, we use N classifiers with simple outputs.Each 

classifier would be trained to have true result only by one class. This leads to small and simple classifiers with 

faster response time. 

One of the most common classifiers used in practice, is ANN. An ANN is consisted of units called 

neurons, which are arranged in layers. Typically, ANN converts an input vector (features) to outputs. The 

classifier type that we used in our work is a Recurrent Neural Network (RNN). A simple RNN is a special type 

of ANN, with oneor more memory layer(s) added to its feedforward layers.The memory layer is a feedback 

path, which makes the recurrence of the system. 

A typical ANN has an input vector, which makes one output (vector), whereas, RNN has a sequence of 

input vectors, which makes series of outputs. Hence, we added a decision layer to the output of the network to 

make the final decision (true or false) out of the sequence of inputs. Some other researchers also tried to make a 

classifier by RNN system. However, they all seem to be some complex mathematical problem, which would be 

added to the inherent complicated nature of conventional networks. For example, in [12], the authors proposed 

an RNN classifier with several recurrent layers added to each other.A valuable system has been presented 

in[13][14][15]. This system has addeda decision layer called connectionist temporal classification (CTC) to the 

output of the RNN and tried to train the network by a differentiable function. A rapid temporal sampling 

combined by an RNN classifier has been used for measurement of areal snow coverage in [16]. The authors in 

[17] replaced the simple neurons in RNN with a more complicated neuron set, and called it long-short term 

memory (LSTM) system, and used it in manuscript recognition. 

The rest of the paper would be organized as follows. In next section we will describe the proposed 

classification method in detail.In Section 3, we will show our experimental results on a real database. Finally we 

conclude our work in section four, and show a possible future work in that section. 
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II. Proposed ClassifierSystem 
In this section we will focus on details of our proposed system. The task of the system is to make a 

classifier to classify N outputs. Block diagram of the system is shown inFig. 1. As this figure shows, the system 

is composed of a training phase and testing phase. 

 

Fig. 1: Block diagram of proposed system. 

 

In training stage, at first, input data vector would be represented to be fed properly to the network. As 

mentioned, in our system, instead of using one huge classifier with N outputs, N number of simple classifiers 

would be used. Each network is an RNN classifier with a decision layer added to the output layer. The RNN set 

would be expressed as below: 

RNNs:  RNN1, … , RNNN  ( 1 ) 

Each RNN classifier is responsible for one class. Each classifier will have “True/False” outputs. This 

means in test phase, we expect that if samples of class i is applied to the RNNi, then output should be true and if 

other samples from another classes are fed into the network, then output should be false. This is an interesting 

phenomenon, because each network would be simple, and only is trained for one class. 

RNN networks normally need a sequence of inputs and make a sequence of outputs. Our task is to 

make a classifier, so the network should have one output (true or false), not a train of outputs. As a result, we 

made a decision layer added to input of each RNN. Decision layer would use the sequence of outputs from each 

RNN and finally make a final decision which might be true or false. 

In the testing phase, similar to the training phase, we send the input vectors to the representation unit, 

and then to each RNN classifiers (Recall that each RNN has a decision layer at the output). After this stage, we 

have a list of outputs derived from the RNN classifiers. We sort the outputs in the final decision section and 

output of the system would be a sorted list of probabilities of each class. 

In the following sub-sections we will discuss each part of the main block diagram in detail. 

 

A. Input Representation 

Input data to the RNN network is a sequence of vectors. Let’s define Fi as an input vector with the 

dimension of U × 1. A sequence of Fi, with length of V would make the input data of the network. Note that, 

interestingly,V  is dependent on the input vector sequence’s length, and may be different from sample to sample. 

Equation below shows the idea: 

𝔽 =  F1: … : FV U×V  

Fi =  
f1

⋮
fU

  
( 2 ) 

Before sending the input vectors to the networks, we standardized the inputs. We forced the inputs to 

have a mean (μ) of 0, and standard deviation (σ) of 1. This procedure would make data optimum for the 
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activation functions inside the RNNs, and main information will not be changed, however, performance of 

system would improve significantly[18]. 

 

B. Network Architecture 

Normally, any arbitrary network can be made with any configuration. We have chosen a heuristic 

network topology which is presented in Fig. 2.As this figure shows, the network is consisted of two feedforward 

layers, hidden layer and output layer.The network also has a feedback (recurrent) layer, with delay of 

Tdelay which has been fed back to the hidden layer (layer 1). As mentioned earlier, output layer of each RNN has 

two outputs, one showing the state of being true, and the other one the state of being false. 

 
Fig. 2:Topology of the RNN (Figure from[19]). 

 

For each feedforward layer we use Tanh-Sigmoid transfer function[20], which has a output between -1 

and +1. This makes the final outputs of the network to be in the range of  −1, +1 , which gives us the 

probability of the true/false instead of a hard output of being discrete 0 or 1. 

 

C. Decision Layer 

Naturally, an RNN has a train of input vectors, and this leads to a sequence of 2-dimensional (2D) 

vectors on the output. As a classifier we need to concatenate the result sequence and make a decision at the end 

of output sequence. Hence we made a decision layer at the end of each RNN.As shown inFig. 3, a decision 

block is added to the RNN block. 

 
Fig. 3: Single RNN with decision layer added to the outputs. 

 

Suppose V is the length of input sequence. We call the outputs of the RNN as y1iand y2i, which are the 

true and false outputs of the RNN respectively. We have: 

Yi =  
1    , if y1i > y2i

0    , else              
  

Yout =   
Yi

V − Tdelay

∙
ωi

Ω
× 100

V

i=Tdelay

 

Ω =  ωi

V

i=Tdelay

 

( 3 ) 

Looking at ( 3 ), Yi  is the decision made by a single vector at each output of the RNN.Yout is the final 

decision of the network taken from train of 2D outputs. Please note that Tdelay  is the network recurrence time, 

and is a system parameter. Normally outputs before that time is of less value, so we don’t consider them.As 

above formula shows, output  ofdecision layer, Yout , is in fact the ratio of the number of true outputs to the 

sequence length. We added a weight coefficient, ωi , to the calculation to improve the results. These weights, 

should go from a small value to bigger values, as the network makes output through the time sequence. This 
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phenomenon guarantees that the network’s output at the end of the sequence has more influence on the final 

decision. This is due to the fact that, at the start of the network sequence evaluation, the recurrent characteristics 

of the network is not so strong, but, as more input vectors (from the input sequence) are fed into the network, 

network has more reliable outputs. At the end, to omit the effect of the weights, we have normalized the weights 

by summation of ωi , Ω, to remove the effect of the weights.In our systems we used three functions for the 

weights: 1. ωi = log(i), 2. ωi = exp(i), and 3. ωi = tanh(i/N) 

As a result of all mentioned, Yout  shows the percentage of similarity of each input sequence, to the 

class that RNN network is trained with. It means, ideally, if a sequence of inputs similar to the specific RNN’s 

class is fed, output would be 100% and for the other sequences, output is 0%. 

Because of comparison in the first line of ( 3 ), decision made by above formula, is in fact a hard 

decision. To preserve the soft information of RNN outputs, we created a reliability function, RELout . This 

functions shows how much valid the output of the decision layer is. We formulate RELout  as below: 

RELout =
1

2
 

 y1i − y2i 

V − Tdelay

V

i=Tdelay

∙
ωi

Ω
× 100 ( 4 ) 

As the above formula shows, RELout  is, in fact, the average of distance of true outputs and false 

outputs, multiplied by the weights. Please note that the coefficient of 
1

2
 is due to the fact that y1i and y2i are in 

the range of  −1, +1 .  
 

D. RNN Training 

Some special attention should be given to the training method of the RNNs. Generally, in a database, 

there are a few samples for each class. In our case, each RNN is responsible for a specific class. If we give the 

few related samples to this RNN, forcing the outputs to true (for backpropagation training), and force the 

outputs to be false for the many unrelated samples, the network would be finally trained to false results. For 

examples, 3% of the input samples would train the network to true, and 97% of the other samples would train 

the network to false outputs. This means network will generate false results at the test time. Hence, we have 

added the quantity of true samples virtually, by adding some Gaussian noise to the true samples, making them 

about one-third of the total samples. 

To initialize the weights of the network, we used a Gaussian distribution with  μ, σ = (0, 0.1). 

Furthermore, we can retrain the network after one successful training phase. Our simulation showed this technic 

may increase total result by 2-3%, and also retraining more than 3 retraining has no sensible effect. The negative 

point about the retraining is the time it consumes because of repeating the training phase. 

Several algorithms for network training has been proposed in scientific texts, such as Levenberg-

Marquardt[21], Bayesian Regularization[22],[23], BFGS Quasi-Newton[24], Gradient Descent[25] and 

Resilient Backpropagation(Rprop)[26]. Among those, the Rprop seems to work better for us.Rprop algorithm 

normally uses relatively small amount of memory and is faster than most of the algorithms. 

 

E. RNN Testing 

To test the Network, we divided the sample data to 3 sets, 70% for training stage, 15% forvalidation of 

training phase, and 15% for final test and report. 

 

II. Experimental Results 

A. Test Database 

To test our system, we have used a real database called Iranshahr. This database is consisted of more 

than 17,000 samples of binary images of handwritten Iranian city names, which has been also used in [27]. The 

number of classes (cities) in this database is more than 500, which means each class has about 30 samples. We 

have used the method in [28] to extract the feature vectors. This method uses the sliding window technic to 

extract image features inside a frame. Then by shifting the window from right to left of the image, makes a 

sequence of vectors for each sample image. These features are input vector sequences to our system. 

 

B. Classification Results 
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Table 1 shows the best classification result obtained by the system. The second row in this table shows 

the classification rate (the percentage of recognizing correct city classes in the database) and the third row shows 

the average reliability of the correct results. As this table shows, the recognition rate and reliability of our 

system is relatively high and acceptable. 

 

 

 

 

Table 1: Classification results 
 Top 1 Top 2 Top 5 Top 10 

Classification rate 83.9% 84.7% 87.5% 91.1% 

Averagereliability 72.3% 73.1% 78.5% 80.5% 

 

C. Effect of Recurrence Delay 

A system parameter that has been taken into consideration is the Tdelay , which is the network 

recurrence delay. The effect of this parameter has been shown in Fig. 4. This figure shows that forTdelay = 3, 

the rate is at its maximum. Please note that, obviously, if we increase Tdelay , we will miss some recurrence 

statesand information of the RNN, and thus decreasing the classification rate. 

 
Fig. 4: Effect of Tdelay  on classification rate. 

 

D. Effect of Retraining 

Figure below shows the effect of retraining on our system rate. We can see retraining of the network up 

to 3 times is a good practice, and more than that has almost no effect on system. 

 
Fig. 5: Effect of retraining times on classification rate. 

 

E. Effect of Weights 

We have tested our system by 3 weight types. Table below shows the effect of each weight type on our 

system. As the table shows, the logarithm function works the best for us and exponential the worst. 
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Table 2: Effect of weight function on classification rate. 

 
Classification rate 

Top 1 Top 2 Top 5 Top 10 

W
ei

g
h
t 

ty
p

e ωi = exp(i) 75.3% 76.0% 79.6% 80.5% 

ωi = tanh(i/N) 80.2% 81.1% 84.1% 85.5% 

ωi = log(i) 83.9% 84.7% 87.5% 91.1% 
 

F. Comparison with conventional RNN Classifier 

To compare our method with the conventional classification method, i.e. using one huge classifier with 

so many outputs, we trained an RNN network with output layer of 500 neurons (equal to the number of classes 

in database), and added a decision layer to make the decision. The classification rate was very poor (less than 

50%), and shows that our method is strongly better than the conventional classification method which uses 

RNNs. 

 

III. Conclusion and Future Work 

In this paper we proposed a good method of reducing the network complexity both in training and 

testing stages by making several binary networks instead of one complicated network. We used a Recurrent 

Neural Network as a classifier and added a decision layer to make the decision. We conducted our test in a real 

database to show the power of the method and a good recognition rate has been derived from the system. 

As a future work, researchers could use our method in the field of handwritten/typewritten/speech 

recognition systems. Even some extra information, such as length of the inputs,can prune some RNN classifiers, 

so the final result would be chosen from a reduced set of the networks. 
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