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Abstract: In the approach of pattern recognition, feature descriptions are of greater importance. Features are 

represented in spatial domain and transformed domain. Wherein, spatial domain features are of lower 

representation, transformed domains are finer and more informative. In the transformed domain representation, 

features are represented using spectral coding using advanced transformation technique such as wavelet 

transformation. However, the feature extraction approach considers the band coefficients; the orientation 

variation is not considered. In this paper towards inherent orientation variation among each spectral band is 

derived, and the approach of orientation filtration is made for effective feature representation. The obtained 

result illustrates an improvement in the recognition accuracy, in comparison to conventional retrieval system.  

Index Term: Pattern recognition, orientation spectral resolution, wavelet transformation, spectral features 

 

I. Introduction 

Pattern recognition has remained an area of research from past a decade. With the emergence of new 

technologies, information sharing has become more effective in distributed domain. For the information’s 

exchange from one location to other, or to retrieve data from a large information data set, automated retrieval 

systems are in greater demands. In various means of applications, information sharing, retrieval, and processing 

is a common task. These tasks are limited with their usage and resources availability. In almost all processing 

system, obtained information’s are very much dependent on the accuracy of data given to process. Generally the 

processing data are taken as direct input or as retrieved information from a large dataset. Wherein direct inputs 

from user are constraint to information knowledge, it is always used as a querying process. Based on the query 

passed, mining algorithms were executed to retrieve the nearest Match information’s from a volumetric data set. 

The accuracy of such process depends on the retrieval algorithm and the representative features. These 

algorithms, are developed, modified and evaluated to improve the retrieval system performances. Towards the 

application of wavelet transformation for feature description in CBIR system, various approaches were 

developed in past. In [1] for the purpose of efficiently and effectively retrieving the desired images from a large 

image database, the development of a user-friendly image retrieval system is developed. In this paper, a content 

based image retrieval method based on the discrete wavelet transform (DWT) based on the superiority in multi 

resolution analysis and spatial-frequency localization. An interactive user interface such that the users can adjust 

the weights for each wavelet feature according to their expectations is developed. The effect of wavelet feature 

selection is evaluated. In [2] a novel CBIR method is proposed by exploit the wavelets which represent the 

visual feature. Haar and D4 wavelet to decompose color images into multilevel scale and wavelet coefficients, 

with which image feature extraction and similarity match by means of F-norm theory is carried out. A 

progressive image retrieval strategy to achieve flexible CBIR is also proposed. In [3] a discrete wavelet 

transform with texture for content based image retrieval is proposed. This method uses a 2-D Discrete Wavelet 

Transform for reducing the Dimensions of test image and trained images. Further gray level co-occurrence 

matrix is applied for all test and trained images of LL components of level 2 decomposed images for extract the 

texture feature of the images. In [4] a wavelet-based salient point extraction algorithm is proposed. The color 

and texture information in the locations given by these points provides significantly improved results in terms of 

retrieval accuracy, computational complexity and storage space of feature vectors as compared to the global 

feature approaches. A performance comparison is done on various image transforms like Wavelet transform, 

Fourier transform, Haar transform, Walsh-Hadamard transform and discrete cosine transform using a fuzzy 

similarity measure is presented in [5,6]. It is seen that according to retrieval performance Wavelet transform 

gives the best result among the other mentioned transforms. It has higher recall and precision values and higher 

crossover point. In [7] an application system which implements a retrieval method which combines color and 

texture feature for retrieval of images from large image databases is proposed. In this the process retrieve 

images by using techniques like Wavelet decomposition, Color correlogram, Median Cut algorithm, and Color 

Mean. For testing the final feature vectors of an input image with the database images a SVM (Support Vector 

Machine) classifier is used. A similar modeling is observed in [8], where an image retrieval approach based on 

color, texture feature is developed. Wavelet based approach is proposed to achieve the objective of feature 

extraction and a classifier using K-nearest neighbors Algorithm (KNN) is developed to perform the pattern 
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recognition approach. These approaches improved the retrieval performances in various applications. In [9] a 

Wavelet Transform based analysis method for Face Recognition is proposed. The choice of the Wavelet 

transform in this setting is motivated by its insensitivity to large variation in light direction, face pose, and facial 

expression. In a similar approach in [10] the illumination conditions that effect the automatic face recognition 

process is focused. In this work, a multi-resolution feature extraction algorithm for face recognition is proposed 

based on two-dimensional discrete wavelet transform (2D-DWT), which efficiently exploits the local spatial 

variations in a face image. Wavelet coefficients corresponding to each local region residing inside those 

horizontal bands are selected as features. In the selection of the dominant coefficients, a threshold criterion is 

proposed, which drastically reduces the feature dimension.  

 

II. Pattern Recognition 
The image recovery systems are determined with generally the content features of the image named as 

shape or texture, color recognition. In this paper information of color-based is taken as the referencing index and 

using DWT method the spectral variation can be calculated. In input image information we can extract the 

frequency resolution information very efficiently using DWT method. Where the resolution information was 

passed as additional information for recovery in past, computational complexity increases because increasing 

the feature count result. To achieve the objective of image retrieval, the operation is performed in two stages,  

(i) training and  

(ii) testing.  

A Basic architecture for such a system is shown in figure 1. 

 

 
Figure 1: Fundamental architecture of a content based image retrieval system 

 

In training and testing the samples are pre-processed for resizing, filtration and data precision. The pre-

processing sample is further processes for feature extraction. In this stage image features are extracted namely 

shape or texture, color recognition. In this paper information of color-based is taken as the referencing index and 

using DWT method the spectral variation can be calculated. In input image information we can extract the 

frequency resolution information very efficiently using DWT method. Where the resolution information was 

passed as additional information for recovery in past, computational complexity increases because increasing 

the feature count result.   

 

III. Spectral Resolution Coding 
In image and signal processing DWT place an important role, particularly in spectral-resolution 

representation. In image processing system, it is very difficult to get the intensity of gray-level image pixels of 

information directly. But using Spectral-resolution we can get the information of image easily. The 2D-DWT 

can divide an image into four different sub-bands. Those sub-bands contain three detailed component sub-bands 

and one average sub-band.  Those three detail sub-bands components can represent different features for an 

image. Wavelets a, b (x) are functions generated from mother wavelet  by dilations and translations 

a, b (x) = | a | 
-1/2

 






 

a

bx

   

  (1)  

In wavelet transform function f represents the wavelets superposition. Wavelet can be divided using 

weighted coefficients, as an integral over a range a and b of  (x). In a spectral resolution analysis, a scaling 

function (x) is employed to process the Spectral-resolution. The wavelet can be divided into a m,n(f ) called as 

approximate coefficients of a m-1,l and c m,n(f ) termed as detail coefficients of a m-1,l  using a low-pass and a high-

pass filter in cascade. The 2D decomposition is out by the combination of two 1D decomposition of WT. The 

1D-DWT dividing an input signal x={x0, x1, …….,xn-1} into a high-pass sub-band c={c0, c1, …….. ,cn/2-1} and a low-

pass sub-band  a={a0, a1, …….., an/2-1}. Those can be represented as,  
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𝐴𝑛 =  𝑕2𝑛−𝑘𝑥𝑘𝑘                     (2) 

 

𝐶𝑛 =  𝑔2𝑛−𝑘𝑥𝑘𝑘                 (3) 

 

Where gn and hn are the high-pass and low-pass filter coefficients respectively.  

 

 
Figure 2: 1-D DWT Decomposition 

 

Figure 2 shows the recognition of a 1D-DWT filter banks for dividing of original into detail sub-band 

coefficients respectively. The original image can be extracts the filter bank into two components one is high 

components and another is low components. In a 2D-DWT can be comes from the two 1D-DWT of rows and 

columns operations.  Using 1D-DWT firstly done the row operation, on high –pass sub-band(H) and one low-

pass sub-band (L) as shown in figure 3. The 1D-DWT image is again transformed column operation is done to 

get the four sub-bands by using another 1D-DWT. Figure 3 shows the 2D-DWT filter bank decomposition 

operation. The LL sub-band represents the average component and LH, HL and HH sub-bands represents the 

detail components.  

 

 
Figure 3: Dimensional DWT Decomposition 

 

There are many ways to divide a signal into various sub-bands in wavelet transforms. These contain 

octave-band decomposition, wavelet-packet or adaptive decomposition and uniform decomposition. Octave-

band decomposition is mostly used.   

 

IV. Orientation Spectral Resolution Coding 
An integrated model for selective coding in image coding is developed. The block diagram represented below in 

figure 4 gives the pictorial description of the proposed orientation filtering based image coding scheme.  

 

 
Figure 4: Proposed Orientation Spectral resolution coding for image compression 

 

Using directional density evaluator we can extract the 2D image features easily, which is most 

preferable in image analysis. Using DDE we can get the total number of sub bands’ coefficients is the same as 

that of the original image is called maximally decimated (MD) and reconstructed the original image without any 

error is called perfect reconstruction (PR). Using tree structure three levels of two-band system can be 

implemented in DDE. By using ploy-phase filter implemented each and every level, which construct the 

structure very efficient computationally as well as extremely. DDE (directional density evaluator) divides the 

frequency space into wedge-shaped as shown in fig.5. 
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Figure 5: Directional density evaluator frequency partitioning using 8 directions 

 

In this 8 directions were used, where sub-bands directional of 1,2,3, and 4 indicates the directions 

between -45° and +45° (horizontal directions) and 5,6,7 and 8 indicates the directions between 45° and135° 

(vertical directions). To get the objective selection of coefficient for embedding, the output of WT are processed 

with directional density evaluator and each band of 8-orientation is done. Rather than taking whole bands taking 

only lower coefficient from each band and select the embedding locations. To realize the DDE, quincunx filter 

banks are used. The filter arrangement is shown in fig.6.   

 
Figure 6: Quincunx filter bank architecture 

 

QFB (Quincunx filter bank) is applied at the 1
st
 level. The sampling matrix of quincunx id denoted by, 𝑄 =

 
1 −1
1 1

 .  The filtration is further divided by using two quincunx filter banks for the o/p’s y0 and y1. As a result 

four directions will get the four outputs. These four directional outputs are represented by y00, y01, y10 and y11. 

The quincunx filter banks of higher level results are shown in conjunction with re-sampling metrics. The re-

sampling coefficients used per horizontal and vertical directions as shown in below,   

 

𝑅ℎ =  
1 1
0 1

 and𝑅𝑣 =  
1 0

−1 1
     (4) 

 

Each and every band apply sampling matrix and done the orientations, 8-orintations in results as y0 to y8. For 

each of this directional band a normalized magnitude value is computed defined by,  

 

𝑁 = ||𝑦𝑖 ,𝑗 ||2, for i,j∈  0,1             (5) 

 

The band density having higher pixel density in such directions is kept unmodified and band having 

lower normalized values are discarded from coding. As these are made on the directional band density hence the 

image are least effected on the orientation variations. For this purpose the normalized magnitudes of all 

directional bands are compared with a normalized threshold value given in (2). The Coefficients satisfying the 

thresholding based criterion 𝑁 = ||𝑦𝑖 ,𝑗   2 > 𝑡𝑕 are only used for coding, the threshold (𝑡ℎ), is defined by, 

 

𝑡𝑕 = 
1

3
[  .𝑚

𝑖=1  .𝑛
𝑗 =1 𝑥𝑖 ,𝑗 ]

1

𝑚𝑥𝑛
    (6) 

 

The process of thresholding results in selection of effective oriented coefficients in each band and 

finally the obtained normalized magnitudes in all directional bands are passed to code for compression. Wherein 

the selective process reduces the coefficients having similarity in orientation, the reflecting visualization is not 

degraded due to psycho visual redundancy.  Taking these orientations as feature vectors a recognition system is 

evaluated.  
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V. Experimental Results 
Columbia Object Image Library (COIL-100) is a database of color images of 100 objects. The objects 

were placed on a motorized turntable against a black background. The turntable was rotated through 360 degrees 

to vary object pose with respect to a fixed color camera. Images of the objects were taken at pose intervals of 5 

degrees. This corresponds to 72 poses per object. The images were size normalized. COIL-100 is available 

online via ftp. i 1 Introduction We have constructed a database of 7,200 color images of 100 objects (72 images 

per object). The objects have a wide variety of complex geometric and reflectance characteristics (see figure 7. 

The database, called Columbia Object Image Library (COIL-100), was used in a real-time 100 object 

recognition.  

 

 
Figure 7: Database samples coil-100 Dataset 

 

The proposed system is developed over Matlab tool, and tested over coil dataset. To evaluate the 

performance of the proposed approach a comparative analysis of conventional based feature dimension 

reduction is compared with the proposed orientation spectral resolution coding is carried out. The observed 

parameters of evaluation are outlined below, 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
     (7) 

 

Along with accuracy, to show the enhancement of propose approach and also to compare the proposed approach 

with earlier approaches, few more metrics such as sensitivity, specificity, Recall, precision and  F-measure were 

evaluated with following mathematic expressions.  

Sensitivity measures the proportion of positives that are correctly identified as such. 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
      (8) 

 

Specificity measures the proportion of negatives that are correctly identified as such. 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
      (9) 

 

Precision is the fraction of identified instances that are correct, while recall is the fraction of correct instances 

that are identified. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
       (10) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
     (11) 

 

F-measure or balanced F-score is a measure that combines precision and recall is the harmonic mean of 

precision and recall. 

 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2.𝑅𝑒𝑐𝑎𝑙𝑙 .𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 +𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
      (12) 
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To evaluate the process of orientation Spectral resolution coding feature processing a test sample with 

different orientation is passed to the developed system. The obtained observations for the developed system is as 

illustrated below, 

 

a) Sample I: Sample with 0
0 
orientation  

 
Figure 8: Original Test sample at 0

0
 orientations 

 

A selected test sample for the recognition process is shown in figure 8. This sample is passed for 

feature extraction using Gray-Level Co-Occurrence Matrix (GLCM) based feature extraction and orientation 

Spectral resolution coding (OSRC) based feature extraction. The classification and retrieval for the given query 

is as shown below. 

 

  
(a)                                                (b) 

Figure 9: Top 4 classified sample using (a) OSRC (b) GLCM 

 

The top 4 classified sample from the trained data base for the proposed OSRC and GLCM feature extraction  is 

shown in figure 9 (a) and (b) respectively for the given test sample.  

 

 
(a) 

 

 
  

(b) 

Figure 10: Final retrieved sample (a) Using OSRC (b) GLCM 

Query Sample

https://www.google.co.in/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=0ahUKEwj7kvbrz43LAhUEI44KHSzGCIcQFggbMAA&url=http%3A%2F%2Fwww.mathworks.in%2Fhelp%2Fimages%2Fgray-level-co-occurrence-matrix-glcm.html&usg=AFQjCNFUQMjAP37-BuWjqO0MVyJzydFIXw&bvm=bv.114733917,d.c2E
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The top retrieved sample from the data base after classification for the two methods is shown in figure 

10 (a) and (b) respectively. It is observed that the retrieval accuracy of the tow method is highest as the samples 

are with no orientation effect. This test sample is then evaluated over different orientation and the obtained 

results are as illustrated below;  

 

b) Sample II: Sample with 15
0 
orientation  

 

 
Figure 11: Test sample at orientation of 15

0 

 

The test sample is oriented by 15
0 

orientations, and passed as a test sample to the developed system. 

The features are extracted using conventional GLCM features and OSRC features. Using theses extracted 

features, recognition process is carried out. The obtained results of the classified observations are illustrated in 

figure 12. 

 

 
(a)                                  (b) 

Figure 12: Top 4 classified sample using (a) OSRC (b) GLCM at 15
0 
orientations 

 

When applied with orientation it is observed that the features extracted from the OSRC, in addition to 

the shape information, depth feature is considered, this feature reveals the orientation information, and hence 

these features variations are more contributive to the recognition process. However this variation is retained in 

GLCM as no orientation effect is recorded in such approach. Hence the classification process leads to 

misclassification process.   

 

 
(a) 

 

 
(b) 

Figure 13: Final retrieved sample (a) Using OSRC (b) GLCM at 15
0 
orientations 

Query Sample
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c) Sample III: Sample with 45
0 
orientation 

 

 
Figure 14: Test sample at 45

0
 orientations 

 

 
(a)                                                     (b) 

Figure 14: Top 4 classified sample using (a) OSRC (b) GLCMat 45
0 
orientations 

 

 
(a) 

 

 
(b) 

Figure 15: Final retrieved sample (a) Using OSRC (b) GLCM at 45
0 
orientations 

 

The test result for the given test sample. Illustrates a retrieval accuracy of 9/10, for the given test 

sample. To evaluate the performance of proposed approach, one more numerical parameter, True Positive Factor 

(TPF) and False Positive Factor (FPF) used. TPF is defined as the ratio of the number of truly classified samples 

over the total available data samples. It finds the number of query samples classified truly according to their 

labels.  FPF is defined as number of falsely classified samples over the total available data samples. FPF finds 

the number of samples that are classified wrongly. Mathematically, TPF and FPF can be expressed as 

 

𝑇𝑃𝐹 =
𝑁𝑜 .𝑜𝑓𝑡𝑟𝑢𝑒𝑙𝑦  𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑧𝑒𝑑  𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑡𝑜𝑡𝑎𝑙  𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒  𝑠𝑎𝑚𝑝𝑙𝑒𝑠  𝑖𝑛  𝑑𝑎𝑡𝑎𝑠𝑒𝑡
   (13) 

 

𝐹𝑃𝐹 =
𝑁𝑜 .𝑜𝑓𝑓𝑎𝑙𝑠𝑒𝑙𝑦  𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑧𝑒𝑑  𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑡𝑜𝑡𝑎𝑙  𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒  𝑠𝑎𝑚𝑝𝑙𝑒𝑠  𝑖𝑛  𝑑𝑎𝑡𝑎𝑠𝑒𝑡
     (14) 

Query Sample
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For the proposed work,  

Total samples available in dataset = 100.  

Samples taken for testing = 30. 

Number of truly classified samples = 29. 

Number of falsely classified samples = 1.   

The table shown below describes the TPF and FPF performance of the proposed and earlier approaches. 

 

Table.1 TPF and FPF performance comparison 
Total Samples TPF FPF 

GLMC OSRC GLMC OSRC 

100 26/100=0.2673 28/100=0.2878 4/100=0.040 2/100=0.020 

 

A generalized plot for the above observation was created and shown in fig.16. The lot was drawn between FPF 

and TPF, also can be called ROC plot. 

 

 
Fig.16: ROC analysis 

 

The above figure represents the ROC curve for proposed approach and earlier approaches. The 

proposed approach was carried out under various tests by varying number of testing samples and FPF and the 

obtained results are shown in the fig.17.Form the above figure, as the FPF is increasing, the TPF is also 

increasing. The increment in the FPF shows the probability of getting false results. The increment if TPF 

denotes the probability of getting true results. 

 

VI. Conclusion 

A new approach to feature representation, based on spectral orientation, in the spectral band 

decomposition is illustrated. The approach results in extraction of feature elements which are more effective in 

descriptive representation, as compared to conventional wavelet based approach. The coding approaches, 

extracts the non redundant feature coefficients as the descriptive elements, and hence are more finer in 

representation. This results in improvement to accuracy in pattern recognition and hence lead to a more accurate 

recognition system in image retrieval system.  
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