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Abstract: In today’s innovative technology, area, power and delay are the major parameters to design any kind 

of the algorithm on Field Programmable Gate Array (FPGA). In communication and Biomedical fields, Fast 

Fourier Transform (FFT) has the major role in obtaining the signal characteristics with minimum use of 

resources. Some of the algorithms have been proposed on FFT, such kind of algorithms were less effective in the 

performance parameters. To enhance this algorithm, in this paper, we have proposed a new algorithm with the 

area as well power efficient Low Area Carry Select Adder (CSLA). With this total area and power required for 

the algorithm has been minimized. 
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I. Introduction 
Nowadays, Fast Fourier Transform (FFT) has got the much importance in the fields of signal 

processing and communication to analyze the features of any signal. The area, power, and speed are very 

important parameters to design any type of FFT processor. In VLSI technology also we have to reach optimum 

values of these parameters. In designing of FFT processor, the people should aware of the cost for that 

processor. FFT algorithm plays a vital role in the communications and signal processing operations involved in 

demultiplexing a Frequency Division Multiplexed (FDM) signal [1]. A fast radix-4 complex FFT 

implementation feasible for microprocessors with a 4-parallel SIMD instruction set has been proposed. The 

implementation loads consecutive 4 real or imaginary elements into a register at stages except the last. At the 

end stage, every 4 elements in a real or an imaginary array are loaded into registers by a matrix. This algorithm 

was implemented on the V830 processor, this processor will reduce the count of the clock but the number of 

processing elements will be increased [2]. The FFT implementation on a multi-core processor is proposed in [3], 

it uses the parallelism as well multi-core processor for better performance and good efficiency but it will 

increase the hardware. Scalable architecture for in-place fast Fourier transform (IFFT) computation for real-

valued signals was presented. Their proposed computation was based on a modified radix-2 algorithm, which 

removed the redundant operations from the flow graph. The processing element (PE) was proposed using two 

radix-2 butterflies that can process four inputs in parallel. A conflict-free memory-addressing scheme was 

introduced to ensure the continuous operation of the FFT processor. Later on, the addressing way was extended 

to support multiple parallel PEs. The introduced real-FFT processor instantaneously requires fewer computation 

cycles and lower hardware cost compared to existing works. In this, the number of computation cycles was 

reduced proportionately with the increase in the number of PEs [4]. 

A novel ROM-less and low-power pipeline FFT/IFFT processor for OFDM applications, in this 

considering symmetry property of the twiddle factor and there, is no need of the ROM but for high point FFT 

will require much memory [5]. Another way of designing the FFT processor with low power complex multiplier 

for OFDM based wireless applications. In this canonical signed digital is used to implement the constant 

complex multiplications with the help of CSA tree [6]. A VLSI-oriented FFT algorithm radix-2/4/8, which can 

effectively minimize the number of complex multiplications. This algorithm can be implemented efficiently 

using a pipelined architecture. Based on the pipelined architecture, an 8K FFT ASIC is implemented for Digital 

Video Broadcasting (DVB) applications [7]. A new pipelined architecture for FFT processor implementation on 

hardware. In this paper, an optimized implementation of the 8-point FFT processor with the radix-2 algorithm in 

R2MDC architecture was proposed. The BU unit will minimize the multiplicative complexity of the FFT 

processor with the help of shift and add operations and it uses the less amount of the resource usage [8]. 

R2MDC architecture based FFT implementation will be minimizing the number of complex multiplications[9].  

There are several methodologies for FPGA implementation of an FFT/IFFT module such as VHDL 

coding, System-level tools at macro block level and System-level tools at RT level. Here a comparison of all the 

three methods has been done and conclude that the first two methods were consuming much hardware and 

operating frequency. The last method gives the good results but internal data width cannot be controlled which 
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is the major output error [9-10]. The CORDIC algorithm has only shift and adds operations, so it provides the 

better performance than compared to the MAC based FFT [10-11]. All above discussed methods has limitations 

with respect to parameters such area, power and execution time of the algorithms. To conquer these limitations 

we have proposed an efficient FFT processor design with the area as well power efficient CSLA adder. 

FAST Fourier transform (FFT) is a basic block in orthogonal frequency division multiplexing (OFDM) 

systems. OFDM has been adopted in a very broad selection of applications from wired communication modems, 

like digital subscriber lines (xDSL) to wireless communication modems, like IEEE802.11 WiFi, IEEE802.16 

WiMAX or 3GPP long run evolution (LTE), to method baseband knowledge. Inverse fast Fourier remodels 

(IFFT) converts the modulated data from the frequency domain to time domain for transmission of radio signals, 

whereas FFT gathers samples from the time domain, restoring them to the frequency domain. With multiple 

input multiple output (MIMO) devices, knowledge turnout will be increased dramatically. therefore MIMO-

OFDM systems give promising rate and dependableness in wireless communications  To handle "multiple" 

education streams, intuitively the purposeful blocks ought to be duplicated for the process the synchronal inputs. 

while not a correct style, the complexness of FFT/IFFT processors in MIMO systems grows linearly with the 

quantity of information streams.  

 

II. Literature Survey 
V. Arunachalam et.al [11] has introduced the efficient VLSI implementation of the FFT for Orthogonal 

Frequency Division Multiplexing (OFDM). As we know the complexity of the FFT is increases as it increases 

the performance of the system. Here the author has included multipliers and pass logics to enhance the 

performance improvement parameters but still multipliers are existed in the algorithm needs to eliminated. 

Nandyala Ramanatha Reddy et.al [12] has introduced a split-radix algorithm for implementation of 

FFT. With the split-radix algorithm, the number of arithmetic operations were minimized. The importance of 

this article is to reduce the chip area, less execution time but it less effective in power consumption. 

Nisha Laguri et.al [13] has introduced an efficient split-radix FFT based on Distributed Arithmetic 

(DA). The DA is the most important technique for implementation of minimized number of multiplier 

architectures for digital systems. The DA based algorithms were minimized overall arithmetic operations in FFT 

but increases the complexity and number of operations for each butterfly. With the split-radix FFT, less number 

of multiplications and additions were achieved but it introduces the overflow issue. 

S. SreenathKashyap [14] has designed the several types of adder circuits such as ripple carry adder, 

Kogge stone adder, carry look ahead adder, Kogge stone adder, sparse Kogge stone adder and spanning carry 

look ahead adder. Also simulation was done on Xilinx by taking different bit widths and analyzed the power and 

delay parameters, but still these adders will be much power consuming. 

Dongpei Liu et.al [15] has introduced a new CORDIC-based radix-4 FFT processor. CORDIC based 

FFT processor provide the Conflict-free parallel memory access scheme, pipelined CORDIC architecture and 

ROM free twiddle factors generator were employed for the FFT processor but not explained the variable length 

FFT/IFFT processing based on the radix-4 memory-based architecture. 

 

III. Proposed Methodology 
1].Radix-8 booth multiplier will be implemented as a complex multiplier for In place FFT architecture. 

And since this multiplier operates in parallel and requires less number of adders.2].Using Radix- 8 booth 

multiplier the computation time required will be less and also less power consuming technique.3].The proposed 

In place FFT architecture for real valued signals will be designed using verilog language in Xilinx ISE tool and 

the design will be synthesized and implemented to generate the area and power report. For generating power 

report X power analysis tool is executed after implementing the design on the FPGA device. 

 

3.1 Proposed system 
The proposed method has proposed the efficient FFT processor with radix-2 algorithm in Radix-2 

Multipath Delay Commutator (R2MDC) architecture is the processing element. This butterfly- Processing 

Element (PE) used in the FFT processor to minimize the multiplicative complexity with real constant 

multiplication and also eliminates the multiplicative complexity by using add and shift operation in the proposed 

method. 

The FFT algorithm is based on the fundamental principle of decomposing the computation of the Discrete 

Fourier Transform (DFT) of a sequence of length N into a smaller dfts. 
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Complex multiplications 

The complex multiplication is a very expensive operation, to minimize the multiplicative complexity of 

the twiddle factor inside of the butterfly unit by calculating the only real multiplications, additions, and 

subtractions. 

The twiddle factor multiplication  

)2())((  jscjZYjBA  

The complex multiplications can be simplified as 
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Where C and S are pre-computed and stored in a memory. The three coefficients C, C + S, and C – S are 

necessary to store in a memory. The proposed algorithm of complex multiplication is shown in fig.3. 

  

 
Fig.1. Signal flow graph of DIF- FFT 

 

There are two types of algorithms in designing of FFT processor, which are Discrete in Time (DIT) 

FFT and Discrete in Frequency (DIF) FFT. In proposed method using the DITFFT algorithm, the major element 

of this is the BU which will take the input samples in bit reverse order and performs the internal operations of 

the algorithm. The proposed method will use the new AE-CSLA in the computations of these operations as it 

can be seen in fig 2 because it will reduce the area of the hardware and it also reduces the power required for the 

system. For example N-point FFT will take N
2
 complex multiplications, N (N-1) additions, and log2N stages are 

required. The results obtained in the first stage are used as inputs to the next stage operation.  After computation 

of the intermediate results of each stage of the FFT design with processing elements, these results are stored in 

 

 
Fig.2. Butterfly diagram of DIT FFT algorithm 

 

 
Fig.3. Implementation of complex multiplication 
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 The fig.3 shows the implementation of the complex twiddle factors multiplication. As we can observe 

in the fig.3, the multiplication of the twiddle factors Y + jZ and C + jS are converted into a real multiplication 

represented in the eqn (3 & 4) and obtained the result of multiplication A and B in the fig.3. In this, we have one 

adder, two subtractors, and three multipliers. In our proposed method we replacing the normal adder to area 

efficient CSLA adder, to minimize the area and power consumption of the system. 

The main proposed of this system is instead of using normal adder CSLA adder can be used, which is 

given in fig.8. This adder can achieve fast arithmetic operation in various data processing technique. In this 

adder mainly used for reducing area and power dissipation. CSLA is manipulating in many computational 

structures to cut the carry propagation delay. The elementary knowledge of this work is to habit BEC (binary to 

excess-1 convertor) instead of RCA (ripple carry adder) with Cin=1. By using fewer numbers of logic gates, we 

can derive BEC logic than n-bit FA (Full Adder). 

 

 
Fig.8. Proposed low area carry select adder 

 

The assembly of the proposed system using BEC for normal adder or RCA with Cin =1 to hike the 

power and area. The 2-b RCA which has one full adder and one-half adder for Cin =1 where 3-b BEC is utilized 

which enhances one to the output from 2-b RCA. According to this consideration, the time delay has been 

reduced. It is the process on feedback values, which is the output of the mux is depended on the input of the 

mux. The input arrival time is lesser than the multiplexer selection input arrival time. By selecting the BEC 

output or the straight inputs, there are two possibilities is obtainable such as parallel and multiplexer rendering 

to the regulate signal Cin. While designing CSLA, the area will be reduced. The multiplexer delay and mux 

selection arrival time derived from the different kind of groups. Overall, the power consumption, delay, and area 

will be minimized in the proposed method with the support of CSLA adder. 

 

3.2 FPGA Implementation of 32-point FFT 

Fig 11 shows the block diagram for the implementation of 32-point FFT. In proposed method two RAMs are 

used to store the intermediate values. RAM2 is used to store the temporary value which is generated from 

intermediate stage. Input and output from RAM 1 and two is controlled by control logic block.  

 

 
Fig.9. Structure of Processing Element (PE) 
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Fig.10. Weight Multiplication in PE 

 

 
Fig.11. Block diagram for Proposed 32-point FFT  

 

IV. Experimental Setup 
The proposed method is implemented in Verilog version to obtain optimized area and power required for FFT 

processor implementation with low area CSLA adder. The complete work is done by using I7 system with 8 GB 

RAM.  

 

V. Results And Discussion 
Table I. Comparison of Proposed and existing methods in Virtex-4 FPGA 

 

 

 

 

 

 

 
Fig.11. Block diagram for Proposed 32-point FFT  

 

VI. Conclusion 
In this paper, we have proposed a new kind of FFT processor with low area CSLA adder. This 

algorithm has improved the performance of parameters the FFT processor design. The algorithm has been 

analyzed by various numbers of parameters such as power, area, and delay. From these results, we can conclude 

that the proposed implementation of FFT processor is power and area efficient algorithm as we compared to the 

existing FFT processor implementations. 
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