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Abstract: 
Electromyogram (EMG) contamination has been shown to affect electroencephalogram (EEG) signals. 

Therefore, methods of isolating and removing EMG contamination are a focus of research. One of the most 

common ways to eliminate this contamination is through independent component analysis (ICA). Also, surface 

Laplacian (SL) has been proven to isolate the distant sources of EEG signals. The objective of this paper is to 

demonstrate the effects of EMG contamination on EEG signals using the Neurophysiological Biomarker 

Toolbox (NBT) and the impact of applying ICA, and ICA + SL on raw data. In this paper, the method for 

preparing the data is ICA with an auto-pruned method and SL using a flexible spherical spline. Machine 

learning was used to classify three neuropsychiatric diseases (anxiety, depression, and epilepsy) against control 

subjects under the three types of data pre-processing and raw data + SL. The data has been split into one 

second segments and classified according to features extracted from the NBT, which are the amplitude and the 

normalised amplitude for all frequency bands. Principal component analysis (PCA) was used for reducing the 

features, and 10-fold cross-validation and artificial neural networking were the methods that has been used for 

the classification. The results show a high percentage of accuracy in ICA + SL in all frequency bands. However, 

ICA in general has a percentage quite similar to the raw data, while SL, as well as ICA with a small percentage 

improved more than ICA and raw data. Overall, the gamma band for both amplitude and normalised amplitude 

in ICA + SL showed the best results, with accuracy over 87%, when comparing it with all disease 

classifications. Both results indicate that ICA + SL eliminate and isolate EMG contamination. However, the 

classification of ICA shows no significant change in the percentage of accuracy. 
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I. Introduction 
Currently, the activities of the brain are non-invasively recorded with the help of an 

electroencephalogram, or EEG. An EEG offers exceptional temporal resolution and usability, which is why it is 

frequently used for brain-computer interface (BCI) research. BCI is a technology that offers differently abled 

people control over artificial communication and motor devices without the help of conventional mechanisms, 

such as nerves or peripheral muscles (Wolpaw et al. 2000; Bashashati et al. 2007).  

It is important for a user to yield different patterns of brain activity to be able to control the EEG-based 

BCI. These patterns are recorded by electrodes that are attached to a person’s scalp, and the outcomes are 

commands that are derived from algorithms and data that is mined from the EEG signals. As far as EEG signals 

are concerned, noise is ubiquitous because of functional variations and disparities present in the EEG, 

measurement inaccuracies, and elements like muscle movements and eye blinks. An unsuitable imaging of a 

motorised image-based BCI can also result in noise. The technologies for classification and extraction of 

features that are employed in BCIs are reviewed by Bashashati et al. (2007) and Garrett et al. (2003). 

Nonetheless, these elements can be eliminated, if ICA is used (Oja&Nordhausen 2001; Kachenoura et al. 2008), 

or excluded by criteria or thresholds. 

On the other hand, ICA is a technique for processing signals that originated from blind source 

separation (Bell &Sejnowski 1995; Lee et al. 1999). Since then, ICA has frequently been applied in a number of 

fields, like speech processing, communication, and biomedical signal processing. ICA can decompose the 

observed multichannel signals into a number of autonomous constituents using an optimisation algorithm, which 

is driven by the principle of statistical independency. Neither of these techniques can identify the sound 

produced by incorrect selection of patterns of imaging because the information provided on the label is not 
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considered (Sannelli et al. 2009). The ICA algorithm, on the other hand, needs visual inspection for the selection 

of artificial components that make its application impossible in an automatic BCI system.  

Continuous EEG signals in clinical applications can be separated into numerous rhythms depending on 

their frequency: delta rhythm (0.3–4 Hz), theta rhythm (4–8 Hz), alpha rhythm (8–13 Hz), beta rhythm (13–30 

Hz), and gamma rhythm (30–45 Hz). Cerebral diseases, such as cerebrovascular diseases, migraine and 

epilepsy, and EEG signals have a close correlation as the EEG of humans reflects the activity carried out by the 

nervous system. Hence, the method of processing and investigation of EEG signals in order to yield the hidden 

structures essential for curing and diagnosing diseases is frequently used. The EEG is therefore deemed a vital 

means for analysing brain function. 

When electrical activity is recorded from the scalp, that recording contains electromyogram, or EMG, 

and the EMG is considered a serious contaminant of EEGs recorded from the scalp (Goncharova et al. 2003; 

McMenamin et al. 2010; Shackman et al. 2009). Stereotypically, EMG contamination is known to have large 

amplitude, which is why it is easily recognisable both visually and algorithmically. Moreover, it is generally the 

contaminated periods of EEG that are excised and discarded. However, constant weak contractions yield low 

amplitude impurities that are very stubborn in nature and difficult to detect visually. This continual 

contamination has spatial and spectral properties that are low power and difficult to recognise through the scalp 

recordings, but comparable to the contaminates cused by movement (Pope et al. 2009; Whitham et al. 2008). 

Temporary cranial, neck muscle and facial contractions result in electrical signals of very high amplitude with 

spectral features that overlap similar EEG bands. In addition, it has been established that recordings through the 

scalp and the range of incidences in the EMG interconnect, and as a result contaminate with the movement from 

muscles or EMG of the cranium and neck (Goncharova et al. 2003; Kumar et al. 2003).  

The spatial resolution of the potential distributions is significantly reduced by the spatial smearing 

caused by the head volume conduction. For that reason, neck and face muscles have affected EEG signals 

recorded, and based on this, each electrode can be read for close and distant sources. Furthermore, surface 

Laplacian (SL) is sensitive to local sources as well as sources that are located close to the recording places and 

are impermeable to distant locations. Likewise, the SL diminishes enormously with the spatial smearing of the 

potential, which acts as a high-pass spatial filter (Nunez 1989). SL converts the existing scalp density with the 

help of data from all active scalp electrodes (Nunez & Srinivasan, 2006).  

This paper will investigate the EMG contamination of the EEG signal. Raw data will be processed to 

clean it of EMG contamination by using ICA, and we will apply SL on the ICA data. Therefore, three kinds of 

data pre-processing will be used in artificial neural network (ANN) to classify neuropsychiatric diseases 

(anxiety, depression, and epilepsy) and control subjects based on the NBT features and for each type of pre-

processing separately. 

 

II. Hypothesis  
 The study goal is finding the effects of EMG contamination on the EEG signal with using classification 

to distinguish neuropsychiatric diseases (anxiety, depression and epilepsy) and control subjects. The pre-

processing data that will be used are raw data, ICA (auto-pruned) data and ICA + SL. The study hypothesis is 

divided into three expected results, as shown in Table 1. The expected result (1) shows whether a difference in 

the data is caused by the muscles, so the brain activity has no differentiation between these tasks or diseases 

when applying muscle cleaning. For the second expected result (2), the brain has the same activity and muscles 

have no effect on brain activity, so all the results will be the same in each of the different data stages. In the 

expected result (3), the difference between these pre-processing types will increase with contaminated EMG. In 

this case, brain activity has been hidden by muscle contamination. Therefore, reading the EEG signal will be 

affected by the muscles.  For example, we might expect that in the maze task there is more muscle 

contamination, so we would expect to see some like result 3 where the pre-processing methods reduce EMG 

contamination. 

 

Table no 1: Expected result at three different data pre-processing stages. 
Pre-processing data  Expected result (1) Expected result (2) Expected result (3) 

Raw data Difference between tasks is 

higher than difference between 

them in ICA or ICA + SL.  

Difference between tasks 

has not affected by muscles 

and has no different overall 

the data pre-processing. 

Tasks has no different in this 

stage. 

ICA data Difference between tasks is 

higher than difference between 

them in ICA + SL. 

Difference between tasks is 

higher than difference between 

them in Raw data. 

ICA + SL  Tasks has no different in this 

stage.  

Difference between tasks is 

higher than difference between 

them in raw data or ICA data. 
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III. Methodology and Materials 
 EEG signals are usually used with neuropsychiatric diseases; therefore, this section examines the 

difference between those with neuropsychiatric diseases and control subjects. These diseases are anxiety, 

depression, and epilepsy. The study will compare each disease with controls under the three stages: raw data, 

data after applying ICA and data with combination of ICA and SL. In this section, the comparison will use 

machine learning to analyse data under NBT features. This section covers one of the main three expected results 

Table no 1. 

 

Experimental subjects 
This study uses data from subjects collected by The Brain Signals Lab (Whitham et al. 2007; Whitham 

et al. 2008). The subjects were chosen based on their diseases. Data was recorded with many tasks (Whitham et 

al. 2007; Whitham et al. 2008; DeLosAngeles 2010); however, eyes closed is the task that we chose for this 

study. The number of subjects in this study is 34, 10 were controls, 10 had depression, 10 had epilepsy and 4 

had anxiety. Raw EEG signals were provided by The Brain Signals Lab. The Clinical Research Ethics 

Committee of the Flinders University and Flinders Medical Centre have given the approval for all experiments, 

and all subjects gave written informed consent (Fitzgibbon et al. 2016). All the data was recorded with 124 

channels and 1000 Hz sample frequency. Data was prepared by applying ICA (auto-pruned method) on raw data 

and applying SL on data with ICA, which will be explained further later in this chapter. 

 

Preparing the data 

In this stage, this section has used the two stages of filtering to remove EMG contamination as used in 

the first section. The first filter is the ICA auto-pruned algorithm used to remove EMG contamination. The auto-

pruned method uses AMICA for calculating the ICs that are used to prune the data. Then, the second filter is SL. 

We will use spherical spline SL to determine the local source of the electrode. As we have mentioned earlier, 

ICA isolates and removes EMG contamination; however, it may be affected by distant muscle sources, so SL 

collects the local sources of electrodes and rejects the distant sources. The combination of them isolates and 

removes the local and distant EMG contamination. In this section of the study, SL is applied to raw data as well 

to ensure the good results will only be affected by the SL or by the combination of ICA + SL. 

The data was divided into one second segments because the samples were limited due the numbers of subjects 

with the studied diseases. Recording was done using 124 channels. Dividing data into one second segments will 

extend the data to be a large data set; therefore, machine learning will have a large data set for training and 

testing as shown in Table no2.  

Features that will be used to examine the data are prepared by using NBT (https://www.nbtwiki.net/). 

NBT provides different kinds of computing biomarkers. The computing biomarkers that are used in this study 

are amplitude for some frequency bands (delta (1–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz), and 

gamma (30–45 Hz)) and normalised amplitude for some frequency bands (delta (1–4 Hz), theta (4–8 Hz), alpha 

(8–13 Hz), beta (13–30 Hz), and gamma (30–45 Hz)). Each feature of these has used with 124 features that have 

given by the electrodes, therefore, each time of the classification has 124 features. 

 

Table no 2:  The number of actual subjects and the number of one second segments subjects for each disease 

and the control 
 Anxiety Depression Epilepsy  Control 

Actual number of subjects 4 subjects 10 subjects 10 subjects 10 subjects  

Number of one second 

instances 

142 instances  360 instances 285 instances 348 instances 

 

Statistical analysis 

Principal component analysis (PCA) is a method used for dimensionality reduction and feature 

extraction (Subasi &Gursoy 2010). PCA is used to represent the d-dimensional data in a lower-dimensional 

space that will minimise the degree of freedom and time complexities (Subasi &Gursoy 2010). Therefore, we 

have used PCA to reduce features, in some cases, to 9 features from 124 to get better and quicker results. 

Ten-fold cross-validation is a method that is used to classify randomly split data to ten mutually 

exclusive subsets (the folds). Artificial neural network (ANN) is a MATLAB toolbox that performs a particular 

function of training a neural network by adjusting the values of the connection between elements (Demuth & 

Beale 1992). The subsets were entered into ANN to train the network using the Feed-Forward Neural Networks 

(FFNN) method (Bebis&Georgiopoulos 1994). This method works in one direction, which means there are no 

cycles or loops in the network (Zell 1994). FFNN has 1 hidden layer with 10 nodes. The algorithms used in this 

study are random data division, Levenberg-Marquardt to train the network, and Mean Squared Error in 

performance. Levenberg-Marquardt is an algorithm to solve the problem of minimising a non-linear function 

and is suitable for small and medium sized problems (Wilamowski& Yu 2010). 
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Study processing 

The data used in this study was collected by The Brain Signal Lab (Whitham et al. 2007; Whitham et 

al. 2008; DeLosAngeles 2010) for the eyes closed task. Data is isolated and EMG contamination is removed by 

applying ICA, then by applying SL to remove distant muscle effects. Therefore, each kind of disease (anxiety, 

depression, and epilepsy) and the control data have four different kinds of data pre-processing: raw data, data 

with ICA, data with both ICA and SL, and raw data with SL. This data has been computed with the biomarkers 

(amplitude and normalised amplitude for different frequency bands (delta (1–4 Hz), theta (4–8 Hz), alpha (8–13 

Hz), beta (13–30 Hz), and gamma (30–45 Hz)). The data has fewer subjects; therefore, we divide it into one 

second, non-overlapping segments to extend the data. PCA was applied to reduce the number of features, in 

some cases from 124 features to 9. Then, using the ten-fold cross-validation method, the data was entered into 

ANN to train the network with 1 hidden layer with 10 nodes and to find the generalisation accuracy percentage.  

 

IV. Results and discussion 
ANN was applied to classify the three neuropsychiatric diseases (anxiety, depression, and epilepsy) 

with control subjects under the four different types of data pre-processing (raw data, ICA data, ICA + SL, and 

raw data + SL) and with different features given by the NBT (https://www.nbtwiki.net/). 

 

Table no 3 Accuracy percentages and biomarkers of classification of anxiety v control for each band with 

amplitude and normalised amplitude. The following symbols indicate significant differences: * from Raw, + 

from ICA, # from SL, ^ from ICA+SL 
 

 

Raw data ICA data ICA + SL SL 

Frequency bands Accuracy 

% 

BM Accuracy 

% 

BM Accuracy 

% 

BM Accuracy 

% 

BM 

Amplitude 

Delta  

(1–4 Hz) 

72+#^ 0.07 71*#^ 0.01 96*+# 0.87 79*+^ 0.32 

Theta  

(4–8 Hz) 

77#^ 0.28 77#^ 0.30 98*+# 0.96 89*+^ 0.66 

Alpha  

(8–13 Hz) 

80+#^ 0.39 82*#^ 0.48 98*+# 0.93 95*+^ 0.87 

Beta  

(13–30 Hz) 

89+#^ 0.69 91*#^ 0.37 99*+# 0.97 96*+^ 0.90 

Gamma  

(30–45 Hz) 

92#^ 0.79 93#^ 0.80 98*+ 0.97 98*+ 0.94 

Normalised Amplitude 

Delta  

(1–4 Hz) 

71+#^ 0.06 71*#^ 0.67 92*+# 0.81 85*+^ 0.63 

Theta  

(4–8 Hz) 

71#^ 0.01 71#^ 0.03 90*+# 0.75 81*+^ 0.50 

Alpha  

(8–13 Hz) 

76+#^ 0.28 75*#^ 0.21 93*+# 0.79 87*+^ 0.60 

Beta  

(13–30 Hz) 

75+#^ 0.24 71*#^ 0.06 94*+ 0.88 95*+ 0.87 

Gamma  

(30–45 Hz) 

96+#^ 0.88 86*#^ 0.61 100*+ 0.99 100*+ 1.00 

 

Anxiety versus control 

Table no 3 shows the accuracy of classifying anxiety patients versus control subjects under the four 

different types of data pre-processing. The result shows no huge difference between raw and ICA data. The 

difference is usually 1%–2%. For example, the delta band in marked data gives higher accuracy (72%) than ICA 

data (71%) by 1%. Accuracy in the alpha band differed from ICA, which had higher accuracy (82%) than 

marked data (80%) by 2%. Also, for the gamma band, marked data had 92% accuracy in marked data and 93% 

in ICA data. On the other hand, the difference between SL and ICA + SL was obvious, especially in the delta 

and theta bands. However, the accuracy percentages were closer for the alpha and beta bands and similar in the 

gamma bands, which both had 98% accuracy. Table no 3 shows the obvious differences between the ICA + SL 

and both raw data and ICA in all frequency bands. Therefore, the good accuracy percentage for ICA + SL is 

based on both ICA + SL, even if ICA has not given a good result by itself.  

Normalised amplitude gave a result quite similar to amplitude for the raw and ICA data, where there 

were no differences for the delta and theta bands and small differences between the alpha and beta bands. 

However, the gamma band has a huge difference in accuracy between them, where raw data has 96% accuracy 

https://www.nbtwiki.net/
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and ICA has 86%.  For amplitude, ICA + SL has no differences in accuracy apart from in the beta band, where 

SL is 1% higher than ICA + SL. 

In general, ICA + SL has given the best results in all bands, where the accuracy was greater than 95% 

for amplitude and greater than 90% for normalised amplitude. However, the best result was given by the gamma 

band for normalised amplitude for both ICA + SL and SL, which was 100% accuracy. 

 

Table no 4 Accuracy percentages and biomarkers for classification of depression v control for each band for 

amplitude and normalised amplitude. The following symbols indicate significant differences: * from Raw, + 

from ICA, # from SL, ^ from ICA+SL. 
 Raw data ICA data ICA + SL SL 

Frequency bands Accuracy 

% 

BM Accuracy 

% 

BM Accuracy 

% 

BM Accuracy 

% 

BM 

Amplitude 

Delta  

(1–4 Hz) 

59+#^ 0.18 62*#^ 0.24 100*+ 0.99 70*+ 0.40 

Theta  

(4–8 Hz) 

66#^ 0.33 65#^ 0.30 98*+# 0.97 73*+^ 0.47 

Alpha  

(8–13 Hz) 

55+#^ 0.10 57*#^ 0.15 100*+# 1.00 75*+^ 0.50 

Beta  

(13–30 Hz) 

84#^ 0.67 84#^ 0.68 100*+# 1.00 90*+^ 0.81 

Gamma  

(30–45 Hz) 

88#^ 0.76 90#^ 0.79 99*+# 0.99 94*+^ 0.89 

Normalised Amplitude 

Delta  

(1–4 Hz) 

61#^ 0.21 61#^ 0.21 93*+# 0.85 65*+^ 0.30 

Theta  

(4–8 Hz) 

55+^ 0.11 57*^ 0.14 92*+# 0.85 57^ 0.14 

Alpha  

(8–13 Hz) 

56+#^ 0.12 57*#^ 0.13 92*+# 0.84 68*+^ 0.36 

Beta  

(13–30 Hz) 

62#^ 0.23 61#^ 0.22 94*+# 0.87 72*+^ 0.44 

Gamma  

(30–45 Hz) 

73#^ 0.45 74#^ 0.48 99*+# 0.97 88*+^ 0.75 

 

Depression versus control 

The result of classification of the depression patients and control subjects is shown in Table no 4. 

Amplitude features have shown small differences between marked and ICA data. For example, the delta band 

had 59% accuracy in the marked data and ICA 62%; for the theta band, marked data had 66% accuracy and ICA 

65%; and marked data had 55% and ICA 57% in the alpha band, while there was improvement in accuracy in 

the gamma band between marked data and ICA data, from 88% to 90%. Moreover, SL data had better results 

than raw and ICA data, as shown in Table no 4; however, the ICA + SL gave the best result in all bands for 

amplitude. The delta, alpha and beta bands for amplitude gave 100% accuracy, and the gamma gave 99% 

accuracy.  

The normalised amplitude results showed that the percentages are quite similar between the raw, ICA 

and SL data. For instance, the theta band in raw data gave 55%, whereas ICA and SL gave the same accuracy, 

57%. The gamma band is the one where raw and ICA data gave large differences, with SL raw data achieving 

73% accuracy and ICA 74%; whereas SL had 88%. Overall, ICA + SL gave the best result for normalised 

amplitude, where all bands had above 90% accuracy.  

The gamma band for both amplitude and normalised amplitude gave 99% accuracy for ICA + SL data, 

as well as in this data the accuracy was similar or converged in other bands. For example, amplitude has three 

bands with the same 100% accuracy, and the rest approached 100%. Also, for normalised amplitude, the bands 

approached 93%, except the gamma band has greater accuracy than the others. 
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Table no 5 Accuracy percentages and biomarkers for classification of epilepsy v control for each band for 

amplitude and normalised amplitude. The following symbols indicate significant differences: * from Raw, + 

from ICA, # from SL, ^ from ICA+SL 
 Raw data ICA data ICA + SL SL 

Frequency bands Accuracy 

% 

BM Accuracy 

% 

BM Accuracy 

% 

BM Accuracy 

% 

BM 

Amplitude 

Delta  

(1–4 Hz) 

64+#^ 0.28 67*^ 0.16 84*+# 0.60 69*^ 0.38 

Theta  

(4–8 Hz) 

66+#^ 0.32 71*#^ 0.34 83*+# 0.59 77*+^ 0.54 

Alpha  

(8–13 Hz) 

64#^ 0.28 66#^ 0.16 82*+# 0.57 74*+^ 0.48 

Beta  

(13–30 Hz) 

85# 0.70 85# 0.66 86# 0.63 82*+^ 0.65 

Gamma  

(30–45 Hz) 

93+#^ 0.86 92*^ 0.82 96*+# 0.91 92*^ 0.84 

Normalised Amplitude 

Delta  

(1–4 Hz) 

60+#^ 0.19 64*#^ 0.12 77*+# 0.47 68*+^ 0.36 

Theta  

(4–8 Hz) 

62#^ 0.25 62#^ 0.05 66*+# 0.19 67*+^ 0.35 

Alpha  

(8–13 Hz) 

59+#^ 0.17 64*#^ 0.12 77*+# 0.46 67*+^ 0.34 

Beta  

(13–30 Hz) 

70#^ 0.39 71#^ 0.28 80*+# 0.55 74*+^ 0.48 

Gamma  

(30–45 Hz) 

82+#^ 0.64 76*#^ 0.43 87*+# 0.69 91*+^ 0.82 

 

Epilepsy versus control 

For this classification, the reduction in accuracy of all results was apparent when compared with the 

other classifications. Moreover, the accuracy percentages for the delta to gamma bands do not differ from those 

of the other classifications, as shown in Table no 5. For example, raw data in the delta band has 64% accuracy, 

and gamma has 93%. However, the alpha band for each type of pre-processing for amplitude is less accurate 

than the theta band, which did not occur for the other classifications (Tables 3 and 4). For instance, for raw data, 

the theta band has 66% accuracy, and alpha has 64%; for ICA data, the theta band has 1% accuracy, and alpha 

has 66%. For amplitude at all frequency bands, ICA + SL gave the best result of all data pre-processing. The 

gamma band with ICA + SL gave 96% accuracy, the highest accuracy of all bands.  

The disparity between pre-processing is not great, especially between raw, ICA and SL data. For 

example, the delta band raw data got 64% accuracy, ICA 67%, and SL 69%. While the disparity between them 

and ICA + SL is obvious in the lower bands, it is not as great in the higher bands. For instance, the delta band 

ICA + SL had 84% accuracy, which is great in comparison with the others; however, the beta band ICA+ SL 

had 86%, while raw data and ICA data had 85% and SL had 82%.  

Normalised amplitude had different results from amplitude, with disparities in accuracy between the 

bands for each type of pre-processing. For example, raw data for the alpha band had 59% accuracy, while delta 

had 60%, and theta had 62%. Also, for ICA and ICA + SL, delta and alpha have the same accuracy percentages, 

while theta is less accurate. SL gave the highest accuracy in the gamma band, where it was 91%. The gamma 

band ICA + SL was less accurate than SL, which is due to the disparity between raw data and ICA data, where 

raw data had 82% while ICA data had 76%. 

 

T-test 

Student’s t-test has been used for statistically analysing the results. The t-test was calculated for each 

band in both amplitude and normalised amplitude frequency bands between the pre-processing data. Tables 3, 4 

and 5 show the significant differences and non-significant differences between the data pre-processing types for 

each classification (p < 0.05).  

In delta and alpha bands over both amplitude and normalised amplitude usually give significant 

different level between data pre-processing. However, the other bands have different result from one 

classification table to other table. 

The t-test results for raw and ICA data shows non-significant difference in more than one of the 

different frequency bands. Most of the time, the non-significant difference arose between those data pre-

processing in all classification tables and over all bands, were 13 out of 30. ICA + SL has significant difference 
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with each pre-processing over all bands in each Tables 3, 4 and 5. ICA+SL has proved that the combination 

between those pre-processing gives the best result overall all bands. 

As mentioned previously, the SL has used to confirm that the ICA+SL is affected only by influence of 

SL or by the combination of both methods. The differences in the accuracy percentages have shown that as well 

as the t-test with the significant different in the almost all the t-test between ICA+SL and SL data pre-

processing. Therefore, the ICA+SL is an effective combination of both methods. 

 

EMG contamination 

Classification of diseases under the pre-processing data gave different accuracies, shown in Tables 3, 4 

and 5. ICA data has non-significant differences with raw data more than other data pre-processing, which means 

ICA did not quite improve data, similar to in the first section. In this case, there may be two reasons for that. 

The first is the classification was performed on 124 channels on the scalp, and some have minimal muscle 

contamination (Fitzgibbon et al. 2016). Accuracy percentages for raw data and SL in Tables 3, 4 and 5 show 

small improvements over raw data and significant different in t-test in the most bands. Therefore, we can say 

that combination of ICA + SL improved both t-test and accuracy. As we mentioned in the first section, ICA is 

able to isolate and remove the EMG contamination and SL collects data from local sources. These features in 

the combination of ICA and SL proved the first reason. The second reason is the number of subjects in the study 

was limited. The number of subjects for training and testing the validation was limited, which may have affected 

identification of the features that were hidden by EMG contamination. SL makes the features that were hidden 

by EMG clear; hence, the best result was from ICA + SL. 

 

V. Conclusion 
This paper has demonstrated the effect of EMG on the EEG signal by comparing EEG signals under 

three different types of data pre-processing. The study was used four types of data pre-processing: raw data (no 

pre-processing), data after applying ICA, data after applying ICA + SL, and raw data + SL. 

With using machine learning to classify neuropsychiatric diseases (anxiety, depression, and epilepsy) 

and control subjects under the four types of data pre-processing (raw data, ICA, ICA + SL, and SL). ANN was 

used for training data and testing validation. The features were extracted from NBT, which were amplitude and 

normalised amplitude for all frequency bands. Also, the Student’s t-test was applied to discoverthe significant 

differences and non-significant differences between types of pre-processing for amplitude and normalised 

amplitude for all bands. The result was that SL had the highest accuracy for all the bands and had significant 

differences between it and raw data for anxiety v control and depression v control, and non-significant 

differences for epilepsy v control, with obvious differences in accuracy percentages in all bands. However, ICA 

had non-significant differences for all the classifications with raw data in the t-test and showed no improvement 

in accuracy percentages. Moreover, SL gave non-significant differences in the t-test with raw data; however, 

with the observed bands, accuracy percentages are improved.  

In general, the result was between the second and third expectations. ICA does not improve the 

accuracy percentages, which means the EMG contamination did not affect brain activity for the classification. 

However, ICA + SL improved the accuracy percentages, which means EMG contamination affects brain activity 

and by removing EMG contamination, the accuracy was improved. The effect of SL was not the only reason for 

the improvement in the accuracy, which was confirmed when we applied SL to raw data giving small 

improvements in accuracy. Therefore, ICA played role in improving the results when integrated with SL.  

 

Study limitations 

The NBT that we used is version 0.5.5-public, which has limitations in that some features cannot gives 

limitation in result whatever the data that has been computed. For example, Coherence, Phase Locking Value, 

phase looking value and Detrended fluctuation analysis (DFA) Also, for biomarker statistics we had to use the 

MATLAB version 2014a to display the figures. As well as the statistical tests some of them have not display 

figures such as one-way or two-way ANOVA, Wilcoxon paired sum test and Permutation test for paired mean 

difference. 

The data set had a small number of subjects for training the ANN and testing the validation, which may 

have affected the results. 

This study used 124 channels to examine the entire scalp. Some of these channels are affected by EMG 

contamination, and some diseases are different from normal in specific regions of the brain while the rest has the 

same brain activity; therefore, we believe that has affected the results, especially for classification.  

Another factor to consider is that subjects were intermixed between training and testing data/fold (i.e. it 

did not follow a leave one subject out methodology) and so the overall accuracies may be inflated.  However, 

this is consistent across all pre-processing methods and so valid conclusions can still be drawn between the 

methods. 
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Future work  

This study has used 124 channels from all the brain regions. However, in future work, the classification 

of neuropsychiatric diseases and control subjects must be specific on the regions of differentiation between each 

disease and the controls. As well, the number of subjects must be increased to give more accurate results.  

Amplitude and normalised amplitude are the features that have been used in this study. However, it 

would be interesting to investigate further features such as bandwidth (BW), peak frequency, spectral edge 

frequency (SEF), root mean-squared EEG amplitude (RMS Amp), minima and maxima, and Shannon entropy 

(HSH). 

The focus of this paper was the different muscle reducing pre-processing methods and not necessarily 

the machine learning algorithms. It would be interesting to investigate further using the dataset with different 

machine learning algorithms such as SVM or even Deep Learning if the data is sufficiently large. 
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