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Abstract: An intrusion detection system is software that monitors a single or a network of computers for 

malicious activities that are aimed at stealing or censoring information or corrupting network protocols. Most 

technique used in today’s intrusion detection system are not able to deal with the dynamic and complex nature 

of cyber-attacks on computer networks. Even though efficient adaptive methods like various techniques of Deep 

learning can result in higher detection rates, lower false alarm rates and reasonable computation and 

communication cost. With the use of data mining can result in frequent pattern mining, classification, clustering 

and mini data stream. An advanced method for intrusion detection system based on Data mining and Deep 

Learning is proposed in this proposal. Intrusion Detection system is divided into two types Host based IDS and 

Network based IDS. In this proposal, Network based IDS is used to protect computer network and its resources 

from malicious attacks. Based on the number of citations or the relevance of an emerging method, papers 
representing each method were identified, read, and summarized. Because data are so important in Deep 

learning and data mining approaches, well-known cyber data sets are used in Deep learning and data mining.    
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I. Introduction   
Cyber security systems are composed of network security systems and computer security systems. 

Each of these has, at a minimum, a firewall, antivirus software, and an intrusion detection system .Intrusion 

detection system s help discover, determine, and identify unauthorized use, duplication, alteration, and 

destruction of information systems. The security breaches include external intrusions attacks from outside the 

organization and internal intrusions. Recommendation The Deep learning, Data Mining methods are described, 

as well as several applications of each method to cyber intrusion detection problems. The complexity of 
different Deep learning and data mining algorithms is discussed, and the proposal provides a set of comparison 

criteria for Deep learning and data mining methods and a set of recommendations on the best methods to use 

depending on the characteristics of the cyber Problem to solve Cyber security is the set of technologies and 

processes designed to protect computers, networks, programs, and data from attack, unauthorized access, 

change, or destruction. There are three main types of cyber analytics in support of intrusion detection systems: 

misuse-based, anomaly-based, and hybrid. Misuse-based techniques are designed to detect known attacks by 

using signatures of those attacks. They are effective for detecting known type of attacks without generating an 

overwhelming number of false alarms. They require frequent manual updates of the database with rules and 

signatures. Misuse-based techniques cannot detect novel attacks. Anomaly-based techniques model the normal 

network and system behavior, and identify anomalies as deviations from normal behavior. They are appealing 

because of their ability to detect zero-day attacks. Another advantage is that the profiles of normal activity are 
customized for every system, application, or network, thereby making it difficult for attackers to know which 

activities they can carry out undetected. Additionally, the data on which anomaly-based techniques alert can be 

used to define the signatures for misuse detectors. The main disadvantage of anomaly-based techniques is the 

potential for high false alarm rates because previously unseen system behaviors may be categorized as 

anomalies. 

Use of Internet services are increasing day by day the threats from the internet to computer systems, 

data are also increasing. Attackers can easily get access to the important data resources in our systems. It is very 

important to protect the data from such attackers as they can use this data for their personal needs and can sell 

the data for their personal needs or it can end up in wrong hands. Large amount of data is stored in the servers 

and computers of companies. So it is very important to make sure the valuable data is safe and secure. This can 

be done with the help of real time Intrusion detection system which detects any kind of suspicious activity and 
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alerts to the administrator to prevent attacks. This can be achieved by using various methods of Deep Leaning 

and Data mining. 
 

II. Literature Survey 
Songnian Li et.al.in their paper “Geospatial big data handling theory and methods: A review and 

research challenges”, mentioned the proposed system, they made review on various geospatial theory and 

methods used to handle geospatial big data. Given some special attributes. Authors considered that customary 

data taking controlling methodologies and techniques are lacking and the following domains were recognized as 

in requirement for further advancement and examination in the control. This incorporates the advancements in 

calculations to manage real-time analytics and to support ongoing flooding data, as well as improving new 

spatial indexing techniques. The improvement of theoretical and methodological ways to deal with transfer of 

big data from illustrative and parallel research and applications to ones that investigates easygoing and 

illustrative connections. 

Yang C, Goodchild M et.al. in the paper entitled “Spatial cloud computing: how can the geospatial 
sciences use and help shape cloud computing?”, International Journal of Digital Earth, pp. 305-329,Vol. 4, No. 

4, July 2011 have proposed another technique for overseeing gigantic remote sensing image data by utilizing 

HBase and MapReduce framework. At first they have divided the actual image into various tiny pieces, and 

store the blocks in HBase, which is dispersed in a gathering of hubs. They have used Map Reduce programming 

model on handling the stored blocks, which can be simultaneously executed in a group of hubs. Besides, as a 

result of the high versatility of Hadoop, it is anything but difficult to add new hubs to the cluster, which was 

normally exceptionally troublesome in general ways. Finally they notice that the speeds of data commerce and 

processing increase because the cluster of HBase grows. The outcomes demonstrate that HBase is extremely 

reasonable for large image information stockpiling and handling. 

Duffy DQ, Schnase et.al. in their paper entitled “Preliminary Evaluation of Map Reduce for High- 

Performance Climate Data Analysis”, NASA new technology report white paper, 2012 has given  that Map 

Reduce is an approach to high-performance analytics that may be useful to data intensive problems in climate 
research. It offers an analysis paradigm that uses clusters of computers and combines distributed storage of large 

data sets with parallel computation. We are particularly interested in the potential of Map Reduce to speed up 

basic operations common to a wide range of analyses. In order to evaluate this potential, we are prototyping a 

series of canonical MapReduce operations over a test suite of observational and climate simulation datasets. Our 

initial focus has been on averaging operations over arbitrary spatial and temporal extents within Modern Era 

Retrospective-Analysis for Research and Applications (MERRA) data. Preliminary results suggest this approach 

can improve efficiencies within data intensive analytic workflows. 

Gema Bello Orgaza et.al. in their paper titled “Social big data: Recent achievements and new 

challenges”, Journal of Information Fusion, Science Direct, pp. 45– 59,Volume 28, March 2016 gave that  Big 

data has become an important issue for a large number of research areas such as data mining, Deep learning, 

computational intelligence, information fusion, the semantic Web, and social networks. The rise of different big 
data frameworks such as Apache Hadoop and, more recently, Spark, for massive data processing based on the 

Map Reduce paradigm has allowed for the efficient utilization of data mining methods and Deep learning 

algorithms in different domains. A number of libraries such as Mahout and Spark MLib have been designed to 

develop new efficient applications based on Deep learning algorithms. The combination of big data technologies 

and traditional Deep learning algorithms has generated new and interesting challenges in other areas as social 

media and social networks. These new challenges are focused mainly on problems such as data processing, data 

storage, data representation, and how data can be used for pattern mining, analyzing user behaviors, and 

visualizing and tracking data, among others. In this paper, we present a revision of the new methodologies that 

is designed to allow for efficient data mining and information fusion from social media and the new applications 

and frameworks that are currently appearing under the “umbrella” of the social networks, social media and big 

data paradigms. 
 

III. Need for Research 
As the use of Internet services are increasing day by day the threats from the internet to computer 

systems, data are also increasing. Attackers can easily get access to the important data resources in our systems. 

It is very important to protect the data from such attackers as they can use this data for their personal needs and 

can sell the data for their personal needs or it can end up in wrong hands. Large amount of data is stored in the 

servers and computers of companies. So it is very important to make sure the valuable data is safe and secure. 

This can be done with the help of real time Intrusion detection system which detects any kind of suspicious 

activity and alerts to the administrator to prevent attacks. This can be achieved by using various methods of 

Deep Leaning and Data mining. These cyber-attacks may steal your data and corrupt the system. The cyber 

attackers can use the internet after getting access of specific PC by cyber-attack for the purpose of data mining 
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or crypto currency mining or some other illegal work. This will affect the complete network and at last the 

organization will face a big loss in the form of data or money. 
 

IV. Proposed System 
Python 3.6 was used to create the application files. Before running the files, it must be ensured that 

Python 3.6 and the following libraries are installed. Sklearn :- Machine Learning Library Numpy :- 

Mathematical Operations Pandas :- Data Analysis Tools Mat-plotlib :- Graphics and Visuality The 

implementation phase consists of 5 steps, which are: 1- Pre-processing 2- Statistics 3- Attack Filtering 4- 

Feature Selection 5-machine Learning Implementation. Each of these steps contains one or more Python files. 

The same file was saved with both ”py” and ”ipynb” extensions. The code they contain is exactly the same. The 

file with the ipynb extension has the advantage of saving the state of the last run of that file and the screen 

output. 

 

Python 

Python is an interpreter, high-level, general-purpose programming language.  Python has a design 

philosophy that emphasizes code readability, notably using significant whitespace. It provides constructs that 

enable clear programming on both small and large scales. Van Rossum led the language community until July 
2018. Python is dynamically typed and garbage-collected. It supports multiple programming paradigms, 

including procedural, object-oriented, and functional programming. Python features a comprehensive standard 

library, and is referred to as ”batteries  included”. Python interpreters are available for many operating systems. 

CPython, the reference implementation of Python, is open-source software and has a community based 

development model. Python and CPython are managed by the non-profit Python Software Foundation. 

 

Support Vector Machine 

Support Vector Machine or SVM algorithm is a simple yet powerful Supervised Machine Learning 

algorithm that can be used for building both regression and classification models. SVM algorithm can perform 

really well with both linearly separable and non-linearly separable datasets. Even with a limited amount of data, 

the support vector machine algorithm does not fail to show its magic. 
Case 1: Consider the case in figure that to find the best hyperplane which can separate the Two classes. In SVM 

we try to maximize the distanced between hyperplane And Nearest data point 

Case 2: In this case all decision boundaries are separated classes. 

Case 3: In this case data is not evenly distributed on left and right. 

Case 4: While selecting hyperplane, SVM will automatically ignores the data point and Selects the best 

performing hyperplane. 

Case 5: In this case linear classifiers are highlighted and Data can be separated by any Straight line 
 

Procedure methodology 
1.Data Set:- The process of preparing data include several step .there are variations in the step listed by different 

data  preparation. 

2. Preprocess and visualize:-Data preprocessing is a data mining technique that involves transforming raw data 

into an understandable  format Data preprocessing includes cleaning instance, selection ,normalization 

,transformation features extraction & selection. 

3.Training Model Using SVM:-Machine learning involves predicating & classifying data and to down employee 

various machine learning algorithms according to the data set. 
4.User Input:- Input is the raw data that is processed output. 

5.Save Model :- The data set to save and load user machine learning model in python using sklearn This allows 

you to save user model to file and load later in order to make predation. 

6.Predict :- On attack is found is check. 
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V. Results and Discussion 
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VI. Conclusion   
In proposed system we presented a system were the dataset containing information about cyber attacks 

in the company’s was been used. Then, preprocessing and normalization will be performed on these dataset 

using some techniques of Machine Learning. The proposed system can give best accuracy as compared to other 

techniques. The functionalities of this project can be scaled up in the future. These functionalities could be: 

Real-time data analysis of crime data: This could help us obtain crime patterns and forecasts of the future 

instantly using real-time datasets. Data mining of social media to generate datasets, and then preprocess and 

analyze them to spot trends of the current crime situation in a particular place or region. Compare and display 

the results of all available and applicable forecasting, predicting and classification models side by side, such that 

the user can select any of those methods. 
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