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Abstract: This paper presents an interesting methodology for a class of nonlinear system identification via the 

recurrent Extreme Learning Machine (ELM). The recurrent ELM has been used for training single hidden layer 
feed-forward neural networks. Vis-à-vis to various feed-forward NN the ELM is remarkably efficient and tends 

to reach global optimum with high convergence speed. For many real applications, in control system of view 

point can be represented by nonlinear autoregressive with external input (NARX) models. The recurrent ELM 

presents efficient tools for working with dynamical recurrent data. Recurrent Neural Network (RNN) is an 

adequate structure for NARX models and can be trained in online context. The proposed ELM structure 

algorithm offers the advantages of using RNN structure and ELM learning algorithm. Then, it overcomes the 

insufficiency derived from conventional gradient type based algorithms. A highly accurate, low time 

convergence can be obtained with recurrent ELM algorithm. The proposed method has been tested to model a 

Wiener-Hammerstein benchmark and the tank process and the results are satisfactory 
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I. Introduction  
Practically, the machine learning concepts play a preponderant role in many computer science 

technologies and especially in online identification process domain [25-27]. In fact, identification process via, 

neural network paradigm is represented by a set of processing units, organized in different modes to form the 

network structure that model’s the dynamics of system identification. Every processing unit compute a local 

performance based on inputs from its neighbors and delivers a resulting output. The global results of the NN are 

derived from the interaction between the processing units called neurons. Many neural network structure have 

been proposed in the field of learning computing and the widely used models is the Single-Layer Feed Forward 

Networks (SLFN) which has good learning ability and remarkable simplicity of implementation. Furthermore, 

the SLFN has been most used in many fields of research and application and the conventional training 

algorithms such as back-propagation algorithm (BP) and the Levenberg-Marquardt scheme (LM) have been 

used successfully in training neural networks but this algorithm is relatively slow in learning process and 

includes some inherent imperfections and imprecision. In fact, several iterations are needed in the gradient 
descent technique in order to converge by adjusting the weights and bias. Then, the training process takes a 

computational effort. Moreover, by the uses of the gradient descent algorithm, it is simple to fall into local 

minima and the performance of the NN is very sensitive to the optimized learning parameters.  

Recently, simple in its principle, Random Projection concept has gained a lot of popularity, especially 

in the area of neural networks learning machine. The best known method is the Extreme Learning Machine 

(ELM) [28,29] for feed forward neural networks [9]. In fact, thanks to random projection concepts and the 

Moore-Penrose generalized inverse matrix, Extreme Learning Machine process becomes a popular training 

algorithm and gaining significant interests during recent years due to its simple structure and computational 

process, single hidden layer and single linear output layer. Initially proposed in by Wang [8], the main idea of 

the ELM [30,31] is presented by the exploitation of the SLFNs, firstly the input weights and hidden biases are 

randomly generated, secondly, the output weights are analytically determined using the least-square method. 
The output weights obtained using the Moore-Penrose generalize inverse matrix. Indeed, the ELM facilitates the 

SLFNs implementation and allows a significant training time reduction. Moreover, there has been a lot of 

interest in extreme learning machine domain and many variant of the ELM concepts have been proposed to 

improve the efficiency given by the learning algorithm. Initially, the ELM neural network exploits the similar 

activation function for hidden nodes, but the ELMs have been generalized to involve additional activation 

functions that are not neuron alike [11]. The Incremental Extreme Learning Machine algorithms (I-ELM [5], EI-
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ELM [6] and EM-ELM [7]) can randomly increment the number of the hidden neurons and successively   

optimize the hidden-layer characteristics such as the number of neurons and the activation functions. Including 

the various extensions, the online sequential learning algorithm based on ELM (OS-ELM) gained popularity, 
according to which learning is performed by treating the data one-by-one or chunk-by-chunk with the 

regularization of the chunk size. The output weights are analytically updated based on the sequentially arriving 

data and the recursive least square algorithm. [20]. 

Moreover, based on the artificial intelligence and the global optimization tools, many approaches have 

been applied to improve the ELM robustness and efficiency.  Suresh et al [17], propose the exploitation of the 

genetic algorithm mataheuristics called RCGA-ELM for characterizing the optimal number of hidden nodes, 

input weights and bias values. Han et al [15, 16], exploit the PSO technique for the same problem in SLFNs 

neural network, Cao et al, [10] propose a dynamic evolutionary Extreme Learning Machine algorithm called 

self-adaptive ELM which learning process is performed by the Differential Evolution algorithm for global 

optimization of the hidden network nodes. However, in control system engineering domain the ELM can be 

applied for system identification in discrete time by using a series-parallel formulation model [3]. Indeed, a 
generic nonlinear identification using the nonlinear auto regressive model with exogenous input (NARX) is 

considered. From the viewpoint of the industry and real-world applications, there is a need to identify a non-

linear system to be controlled. Nonlinear system with an exogenous input control signal can be represented by 

NARX models. Recurrent neural network is an adequate structure for NARX models [12].  

In this paper, we use the ELM based on recursive least square algorithm to learn a recurrent neural 

network in online context. The recurrent learning ELM in online mode, the present RNN model are used in 

order to identify the behavior of a nonlinear system described by the Input Output Data description. 

 The paper is organized as follows: section II presents the output error or parallel structural 

identification principle. Section III describes the proposed adaptive online extreme learning machine algorithm. 

Training results with the considered examples and performances comparison are presented in section IV. 

Section V, a conclusion concludes is the paper. 

 

II. Identification problem by ELM 
System identification is qualified by the most important field in applied science and technology, 

especially in control systems, the identification problems is to determine a mathematical model that can 

rigorously approximates the output of an unknown system described by the inputs and outputs data. In fact, most 

proposed methods exploit a collection of inputs outputs data to tune parameters of the model according the 

desired accuracy, followed by a validation procedure of model system. Many of this model structure are based 

on time invariant model. In practice, most systems exhibit certain nonlinear characteristics and cannot be 

described as linear systems. In such situations, nonlinear system identification tools are needed in order to yield 

more accurate modeling capabilities. In variety domain, the identification process is implemented as a neural 
network and the identification process is the training of the network. In order to  identify a nonlinear system, 

presented in black box form, the output error identification approach, which is well-known in the identification 

field, can be applied [18]. 

The output error identification approach is represented in Figure (1). 

 

 
Figure 1: Output error identification approach based NN 
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The nonlinear system can be described by the following state representation  

 
                    

                 

  (1)  

where 

 
                        

                     

  (2)  

  : is a nonlinear function 

   : is a sequence of additive white noise. 

 

The RNN or NARX model can be represented by the following equation: 

                                       (3)  

 
The associated structure neural network with   and    are the delayed input output order respectively, is 

recurrent of    order.  is the time index sample and   is an unknown nonlinear function. 

The predictor neural network with      as the output has to imitate the process behavior such that: 

                (4)  

     is the output error which should tends to zero when the process is well-identified. 

A set of measurements can be carried out on a nonlinear system (              ) with   is the sampling rate. 

From this data, a predictor model would be derived, whose dynamical behavior should be as close to the process 

as possible. 
 

II.1 Basic ELM algorithm  

            ELM can construct different learning algorithms through choosing different types and numbers of 

activation functions with a feed-forward structure as shown in Figure 2. After the input weights and the hidden 

neurons biases are randomly projected, the ELM can be simply considered as a linear system and the output 

weights of ELM can be analytically determined through a simple generalized inverse operation of the hidden 

layer outputs matrices. 

 

 
 

Figure 2: Feed forward network structure 

 
The output of ELM with m hidden neurons, N inputs and L outputs are mathematically modeled as 

        
m
   g      

 
           with               

Where    is the l th output of the network ,    is the ith input,      is  the output weight between the j hidden 

node and the l output, g    is the activation function of the hidden neurons,     is the input weight and     is the 

bias of the neuron j in the hidden layer. If the activation function is infinitely differentiable, then the input 

weights and biases could be assigned randomly. Thus, the input weights and biases do not need to be adjusted in 
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the training process. The output of the hidden neurons can be computed after these parameters are randomly 

fixed. The ELM learning process consists in obtaining the least square solution    of linear system      

where   is the output neural network matrix,   is the weights of the connections between the hidden layer and 

the output layer and H is the output hidden layer matrix, which can be expressed as follows: 

                

                         
   

                         
  

If the number m of hidden neurons is equal to the number N of distinct training samples (m=N),   is a square 

matrix, then invertible and ELM can approximate these training samples. However, in most cases, the number of 

hidden neurons is far less than the number of distinct training samples (m<N),   is non square matrix and the 

smallest norm least square solution can be solved by        where    is the Moore-Penrose generalized 
inverse matrix. As it is shown, ELM is formulated as a linear in parameter yielding to solve a linear system. 

Compared to conventional FFNN learning methods, ELM which is based on least squares, is efficient and tends 

to reach a global optimum with high speed convergence [8-9]. 

 
II.2 Adaptive extreme learning machine(A-ELM) 

To achieve a desirable set of synaptic weights to predefined network architecture, a training process is 

needed. The proposed A-ELM can be used as a training algorithm for a recurrent neural network in the same 

frame-work as feed-forward network. 

A-ELM consists in training the network permanently during operation thanks to recursive ELM 
procedure and the RLS algorithm. The output of the feed-forward network is delayed and feedback to the input 

of the neural network as shown in Figure (3).  

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Figure 3. Recurrent neural networks architectural 

 

with                                                   )] 

The output at time      is defined as            . Therefore the network output can be represented as 

follows: 

                                                   

                

  

   

              

    

   

              

    

   

     
 (5)  

The activation function   represents a feed-forward network non-linear function and the external variable      
represents the network input at a defined time     .     and    are the learning parameters of the hidden 

nodes. 

A-ELM consists in continuously calculating the different coefficients of the recurrent network, by using ELM. 

The latter involves the data pertaining to a time window of a finite length which shifts in time (sliding window) 

and thus, the coefficients are updated with the following equations: 

               (6)     

where 
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 (7)       

    is the hidden layer output vector, with           hidden nodes number, at time     

The output weight vector                 
  is then obtained by the least squares solution: 

                              (8)  

Generally, the matrix inversion lemma is very important tools to convert least square algorithm into recursive 

least square algorithm. Indeed, a generalized recursive algorithm for updating the least-squares solution can be 

computed as follows. 

 
II.3 Recursive Least-Squares Techniques in ELM  

Suppose now that we are given another data at k+1 instant then        

                                       
Let:  

                            

where          is a vector of model parameters to estimate 

      is the difference between the measured output and the estimated output at time k 

      is the scaling factor - sometimes known as the Kalman Gain 

Suppose we have all the data collected up to time k. Then define the formation of the           matrix at time k as 
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Ψ is proportional to the covariance matrix of the estimate, and is thus called the covariance matrix. 

The algorithm has to be initialized with β0  0 and Ψ0. Generally, Ψ 0)  is initialized as α*Id where  Id  is the 

identity matrix and α is a large positive number. The larger α, the  less  confidence    is put in the initial estimate 

β0 

By introducing of the forgetting factor and if we would like to modify the recursive least squares ELM 

algorithm so that older data has less effect on the coefficient estimation of the ELM output. This could be done 

by biasing the objective of the squared error function that we are trying to minimise (i.e. the squared error)  
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Where λ is chosen to be between 0 and  . Typically λ [0.95….0.99]. 
RLS Algorithm with forgetting factor 
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II.4 The proposed Algorithm 

The AO-ELM contains two phases 

Phase 1: Initialization 

- Set the RNN structure 

- Set the number of nodes  in the hidden layer. 

- Generate random weights and bias 

Phase 2: Training 

For each sample           
- Set up input vector 

- Compute       : output hidden layer 

- Compute         by : 
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End For 
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III. Simulation Results 
In this section, the performance of the adaptive ELM algorithm is evaluated vis-à-vis the nonlinear 

system identification algorithm based on sliding-window kernel RLS algorithm “SWKRLS “,and  the kernel 

recursive least squares algorithm “RKLS “ [3, 2 , 23].   

The proposed algorithm has been tested for modeling a Wiener Hammerstein benchmark and a tank 

process. Simulation results are given by only the input u(k) and the output y(k) are observable and the input 

output system are the y(k),y(k-1),y(k-2), y(k-3) and the u(k). For the simulation process, initially the empty 

database is used with y(k-1)=y(k-2)= y(k-3)=0. Indeed, the sigmoid activation function in the hidden layer 

neurons is used. The number of hidden neurons is equal to number of input of the NN, nh=5. 

 

III.1 Winner Hammerstein Benchmark 

            The system to be modeled is sketched by Figure 4. It consists of an electronic nonlinear system with a 
Wiener Hammerstein structure that was built by Gerd Vandersteen [24]. This process was adopted as a 

nonlinear system benchmark in SYSID 2009 and it represents a challenge to identify using the kernel methods. 

 

 
 

 

 

Figure 4. Wiener Hammerstein benchmark 

         

 For the Wiener Hammerstein model we perform the identification processes for 167709 time steps. In Figures 

5, 6, 7 and 8, the Adaptive A-ELM outputs as well as the system output, the evolution of the Mean Square Error 

(MSE) and the weight beta evolution and its convergence are represented. A great similarity between the model 
output and the system output is detected and the Normalized Mean Square Error is equal to 0.0079 with 

0.007sec a computation time for each sample. 

 

 

 
                         Figure 5. System and model A-ELM outputs during the online identification. 

 

The performance of our algorithm is picked in the training sample window [60000 60500]. The main remark is 

that the model output and the system output have an important similarity. This shows the good performances of 

the proposed online identification method. 
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Figure 6: System and model A-ELM outputs during the online identification. 

 

The identification error is given by figure 7. Figure 8 shows the weight beta evolution and its convergence. 

 

 
Figure 7: Evolution of MSE. 

 

 

Figure 8: the weight beta evolution 
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III.2 Tank process 

The process is a fluid level control system consisting of two cascaded tanks with free outlets fed by a 

pump. The water is transported by the pump to the upper of the two tanks. The process is depicted in Figure 9.  
The input signal to the process is the voltage applied to the pump and the two output signals consist of 

measurements of the water level of the tanks. Since the outlets are open, the result is a dynamic that varies 

nonlinearly with the level of water. The process is controlled from a PC equipped with MATLAB interfaces to 

the A/D and D/A converters. 

 

 
Figure 9. The cascaded tanks. 

 

The laboratory process is suitable for physical modelling. Application of Bernoulli’s principle 

and conservation of mass results in 

 
 
 
 
 
 
 
 

 

 
Where h1 and h2 denote the levels of the upper and the lower tank, respectively.  w1(t) and w2(t) are system 

noises. The outputs are given by y1( t) and y2(t) , these are corrupted by the measurement disturbances e1(t) and 

e2(t) . The areas of the tanks are A1 and A2 while the effluent areas are denoted flow conversion constant by k 

All data was collected in open loop experiments using zero zero-order hold (ZoH) sampling. The data that was 

recorded from the cascaded tanks also used an input signal that was generated as the uniformly distributed input 

signal above. The data are collected each period of 4.0 s and provide 2400 samples of input-output. 

Only the input u(k) and the output y(k) are observable and the input output system are the y(k),y(k-

1),y(k-2), y(k-3) and the u(k). We perform the identification processes for 1500 time steps. For the simulation 

process, initially the empty database is used with x1(0)=x2(0)=0. Indeed, the sigmoid activation function in the 

hidden layer neurons is used. The number of hidden neurons is equal to number of input of the NN, nh=5. 
In Figures 10, 11, 12 and 13, the online A-ELM outputs as well as the system output, the evolution of the Mean 

Square Error (MSE) and the weight beta evolution and its convergence are represented. A great similarity 
between the model output and the system output is detected and the Mean Square Error is equal to 
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Figure 10: System and model A-ELM outputs during the online identification. 

 
The performance of our algorithm is picked in the training sample window. The main remark is that the model 

output and the system output have an important similarity. This shows the good performances of the proposed 

online identification method. 

 
Figure 11: System and model A-ELM outputs during the online identification. 

 

The evolution of error in identification phase is given by figure 12. Figure 13 shows the weight beta evolution 

and its convergence. 

 
Figure 12: Evolution of MSE. 
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Figure 13 the weight beta evolution 

 
For the two examples in the Table   we summarized the performance of the online identification algorithms in 

terms of Average computation time and Normalized Means Square Error (NMSE). We notice that the online A-

ELM method has an average computation time and NMSE less than the SWKRLS and KRLS methods. 

 

Table no 1 Performances of the A-ELM identification methods 

 

 

 

 

 
 

 

IV. Conclusions 
In this paper, non-linear system identification is considered. An adaptive extreme learning machine 

method is proposed for training a recurrent neural network. Using Akaike information criterion, the structure of 

a recurrent neural network can be self-defined. The proposed online training algorithm can be used without 

introducing any specific parameter such as the number of hidden nodes. It is self-tuned. For many real 

applications, presented as black boxes, and for its control purpose, online identification is needed. Through 

several experiments, the accuracy and the good scaling properties of the proposed A-ELM method are 
illustrated. This algorithm has been tested to identify a Wiener-Hammerstein benchmark and a tank process and 

the results are highly appreciated. 
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