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Abstract 
The rapid advancement of natural language processing (NLP) systems and the growth of large language models 

(LLMs) have opened up new possibilities in education and teaching methodologies. These innovations enable 

personalized learning experiences and instant feedback while remaining accessible and cost-effective. A 

significant application of this progress is in mathematical problem-solving, which requires both an understanding 

of complex problem statements and accurate arithmetic computations throughout the process. However, the 

evaluation of LLMs’ arithmetic abilities has not been extensively explored. 

To address this gap, we introduce MathQuest, a comprehensive mathematics dataset derived from the 11th and 

12th-grade NCERT Mathematics textbooks. This dataset includes mathematical problems of varying difficulty 

levels, covering a wide range of mathematical concepts. Using MathQuest, we fine-tune and assess the 

performance of three well-known LLMs: LLaMA2, WizardMath, and MAmmoTH. Our experiments indicate that 

MAmmoTH-13B outperforms the other models, exhibiting the highest proficiency in solving mathematical 

problems. As a result, MAmmoTH-13B establishes itself as a strong and reliable benchmark for tackling NCERT 

mathematics problems. 
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Figure 4.5: Fine-Tuning and Inference flow of LLMs 

 

II. Methodology 
The process of solving mathematical problems involves a diverse range of cognitive skills. It includes 

understanding problem statements, identifying relevant concepts and formulas, applying 

appropriate algorithms and strategies, performing precise calculations, and verifying the validity and 

reasonableness of solutions. Traditionally, the teaching and assessment of mathematical problem- solving have 

relied on conventional methods such as textbooks, worksheets, and examinations. However, these methods often 

provide limited feedback and guidance to learners. With advances in artificial intelligence and natural language 

processing, LLMs have grown as strong tools for producing natural language text across a broad spectrum of areas 

and applications. Existing LLMs face significant challenges in solving math word problems that require multi-step 

arithmetic calculations, complex reasoning, or domain-specific knowledge. 

 

Dataset 

In our research experiments, we utilized the Math-401 dataset [77], comprising 401 samples of 

mathematical problems. This dataset encompasses a diverse range of mathematical operations, including (+, , , 
/), exponentiation, trigonometric, logarithmic functions (sin, cos, tan, log, ln), and incorporates integers, 
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decimals, and irrational numbers (π, e). Acknowledging the restricted sample size of Math-401 for effective 

learning by large language models, we expanded it through augmentation, yielding a dataset size of 302,000 

samples. To create our augmented dataset, we utilized the SymPy
2 

Python library. This library enabled us to 

generate arithmetic mathematical equations along with their corresponding ground truth values. Table 4.7 offers a 

detailed breakdown of the question types employed in crafting our augmented dataset. 

 

Type Range Decimal Places (1 - 4) Variables Count 

Small Integer [-20, 20] × (x, y) 65,000 

Small Decimal [-20, 20] ✓ (x, y) 35,000 

Small Decimal + Integer [-20, 20] ✓ (x, y) 39,000 

Large Integer [-1000, 1000] × (x, y) 39,000 

Large Decimal [-1000, 1000] ✓ (x, y) 25,000 

Large Decimal + Integer [-1000, 1000] ✓ (x, y) 25,000 

3 Terms [-100, 100] ✓ (x, y, z) 25,000 

4 Terms [-100, 100] ✓ (w, x, y, z) 49,000 

Total - - - 302,000 

Table 4.7: The distribution of types of question in our augmented Math-401 dataset 

MathQuest: In this research work, we have also carefully curated our proprietary dataset, known as MathQuest, by 

extracting problems from high school mathematics NCERT books. MathQuest serves as a diverse resource, 

incorporating word problems of various complexities and covering a wide range of mathematical concepts. Our 

dataset encompasses a total of 14 comprehensive mathematical domains, including sets, trigonometry, binomial 

theorem, and more. The distribution of samples across these concepts is visually illustrated in Figure 4.6. Our 

dataset comprises a total of 223 samples, with the ”Sequence and Series” category notably having the highest 

number of problems, as indicated in the charts. 

This study aims to improve the problem-solving capacities of LLMs within the field of mathe- matics. Initially, 

we noted that established publicly available models, including LLaMA [63] and  

Vicuna [13], struggled with basic mathematical tasks like subtraction and addition. This insight became the 

catalyst behind our study, motivating us to improve LLMs ability to grasp and solve mathematical problems. 

 

 
Figure 4.6: Distribution of the number of questions for each mathematical topic. 
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To achieve this goal, we used an instructional strategy similar to how children are taught mathematics. 

We started with basic operators like +, , and / before moving on to more sophisticated operators and expressions. 

In a same spirit, we wanted to familiarize LLMs with the meanings of numerous mathematical operators and 

expressions. To help with this procedure, we used the Math-401 dataset [77], which is a good resource that 

contains 401 data samples that include fundamental mathematics questions and their solutions. Given the dataset’s 

limited size, we expanded it to add more diversity and complexity, guaranteeing that the model could learn and 

grasp advanced mathematical ideas throughout training. To fine-tune, we used three popular LLMs: MAmmoTH 

[78], WizardMath [45], and LLaMA-2 [64]. 

 

III. Results & Analysis 
In this section, we delve into the specifics of our conducted experiments, providing an overview of the experimental 

setup. We ran trials using three popular large language models: MAmmoTH, WizardMath, and LLaMA2. We 

tested both the 7B and 13B versions of these LLMs. Our ex- periments were conducted in two stages. In the first 

stage, we loaded the original model weights and performed inference on our test set. In the second stage, we fine-

tuned the LLMs using the Math-401, which we have augmented in this research work. 

The dataset was partitioned into 2.41K train, 30K test and 30K validation samples. We used QLora for fine-tuning, 

which optimizes memory and reduces computing costs in a pretrained language model by 4-bit quantization. Each 

model is fine-tuned for #10 epochs at a step size of 3e-4. 

To evaluate performance, we measured accuracy by assessing the match between generated answers and the actual 

solutions for five open-source datasets: GSM-8K, DeepMind, SimulEq,  

NumGLUE, and Math-401. These datasets offer ground truth answers, enabling the calculation of exact match 

accuracy. 

 

Table. 4.8 shows the exact match accuracy of three models (7B and 13B variants) before fine- 

Model # of Params Accuracy 

  GSM-8K DeepMind NumGLUE SimulEq Math-401* MathQuest 

LLaMA-2 7B 16.0 46.0 37.0 11.0 10.0 10.4 

LLaMA-2 13B 22.0 50.0 42.0 15.0 10.0 14.1 

WizardMath 7B 61.0 51.0 54.0 27.0 6.0 14.6 

WizardMath 13B 65.0 55.0 70.0 36.0 8.0 14.3 

MAmmoTH 7B 43.0 49.0 54.0 23.0 11.0 12.2 

MAmmoTH 13B 44.0 48.0 56.0 26.0 14.0 18.1 

Table 4.8: Before fine-tuning, results for 100 samples from five datasets and our MathQuest dataset. (*) denotes the 

augmented subset of Math-401. 

 

tuning on five datasets and our MathQuest dataset. Overall, performance is notably lower on the SimulEq dataset 

and our augmented Math-401 dataset. This is likely due to the presence of complex problems that require additional 

knowledge, such as questions like ”Number of red color cards in a deck of 52 cards.” 

 

Model # of Params Accuracy 

  GSM-8K DeepMind NumGLUE SimulEq Math-401* MathQuest 

LLaMA-2 7B 30.0 46.0 45.0 15.0 17.0 10.6 

LLaMA-2 13B 42.0 51.0 54.0 16.0 24.0 20.3 

WizardMath 7B 64.0 55.0 52.0 29.0 15.0 16.01 

WizardMath 13B 68.0 56.0 70.0 38.0 10.0 20.1 

MAmmoTH 7B 56.0 50.0 62.0 24.0 16.0 18.5 

MAmmoTH 13B 67.0 51.0 64.0 34.0 18.0 24.0 

Table 4.9: After fine-tuning, results for 100 samples from five datasets and our MathQuest dataset. (*) denotes the 

augmented subset of Math-401. 
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Table. 4.9 provides an in-depth analysis of the accuracy outcomes following the fine-tuning process. In summary, 

all models improved significantly in accuracy post fine-tuning on our heterogeneous question-and-answer dataset. 

We can also see that, models with 13B parameters were more accurate than those with 7B parameters. 

The major findings from Tables 4.8 and 4.9 show that MAmmoTH-13B is the best-performing model for our 

MathQuest dataset, with the highest accuracy after fine-tuning (24.0%). It’s worth noting that both MAmmoTH-

7B and 13B produced results with precision up to two decimal places, demonstrating their accuracy. Table. 4.9 

shows that MathQuest is a tougher difficulty due to its complexity and diversity, resulting in lesser accuracy when 

compared to other datasets. 

 

Paper Conclusion 

In conclusion, this research work provides Large Language Models (LLMs) with critical reasoning 

abilities for exact mathematical problem solution. The MathQuest dataset includes customizable question-and-

answer pairs that address one or more mathematical operators as well as expressions. These challenges direct the 

model’s approach to incremental problem resolution, with the goal of improving solution clarity and precision. 

Our findings show considerable gains in solution correctness and comprehensibility, which will be useful for 

educators and students looking to improve their problem-solving mathematical ability. 

While this study provides a solid foundation for using Generative LLMs to advance mathematical problem-

solving, further adjustments and optimizations are required to broaden its application to a wider range of 

contexts. Finally, our research helps to increase conceptual comprehension and numerical problem-solving 

abilities in high school-level mathematical question-answering, providing essential aid to pupils as well as 

professionals dealing with challenging questions via LLMs. 

 

IV. Limitations & Future Scope 
While the proposed solution effectively handles simple mathematical problems, it occasionally faces 

difficulties when confronted with complex mathematical scenarios that require retaining variable values for 

subsequent equations. Additionally, our work exhibits a limitation concerning the partial enhancement of LLMs’ 

reasoning abilities in solving mathematical problems. However, it struggles to address complex expressions 

containing nested brackets within equations. 

In our future work endeavors, we target to address these drawbacks by expanding our training dataset. 

Given the rapid pace of advancements in LLM research, with new techniques, models, and prompting strategies 

emerging daily, we plan to integrate more advanced techniques to enhance LLM reasoning capabilities. This 

includes leveraging prompting techniques such as Recall, CoT, and Self-Consistency CoT, as well as advanced 

techniques like RLHF. By incorporating these methodologies, we seek to further refine LLMs’ reasoning abilities 

and effectively address the challenges posed by complex mathematical problems. 
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