
IOSR Journal of Computer Engineering (IOSR-JCE) 

e-ISSN: 2278-0661, p- ISSN: 2278-8727Volume 9, Issue 2 (Jan. - Feb. 2013), PP 51-55 
www.iosrjournals.org 

www.iosrjournals.org                                                             51 | Page 

 

A Novel Approach for Mining Relevant Frequent Patterns in an 

Incremental Database 
 

J. Mercy Geraldine
1
, Anu Disney D

2
 

1 Head of the Department, Department of CSE, Srinivasan Engineering 

College, Perambalur, Tamilnadu, India 
2 M.E-(Final Year), Department of CSE, Srinivasan Engineering College, Perambalur, Tamilnadu, India 

 

Abstract: Frequent pattern mining is emerging as a powerful tool for many business applications such as e-

commerce, recommender system and the group decision support system. Many techniques have been developed 

to mine the frequent patterns. However, it would be the centre of attraction if the degree of importance of each 

item is taken into consideration.. For this reason, weighted frequent pattern mining algorithms have been 

suggested. But these algorithms deal only with the static databases, whereas, in reality most databases are 

interactive and dynamic in nature. Incremental Weighted Frequent Pattern Mining based on Frequency 

Descending Order (IWFPFD) tree is used to deal with the dynamic nature of the databases while pushing the 

weight constraints into frequent pattern mining. Branch Sorting Method (BSM) with merge sort is used to 
restructure the IWFPFD tree. This makes it more convenient for mining the patterns from the tree. It also makes 

the IWFPFD highly compact to save memory space. This tree allows mining of frequent patterns through a single 

pass over the database. 

Keywords - Frequent Pattern Mining, Incremental frequent pattern mining, Incremental mining, utility mining, 

Weighted Frequent Patterns 

 

I.       Introduction 
Data mining discovers patterns hidden in data, and associations between the patterns. Data mining 

tasks such as mining association rules[1], mining correlations, mining closed patterns[2], mining sequential 

patterns[3] use frequent pattern mining techniques. Frequent pattern mining has been one of the hottest issues in 

the field of data mining. It is not an easy task to mine the data from the larger datasets. Larger databases require 

quite a large amount of time to mine the data from the databases[1][3]. It is also well known that frequent 

pattern mining generates a very large number of frequent itemsets and association rules[1].  

Several frequent pattern mining algorithms which run fast than traditional algorithms and create fewer 

yet more important patterns have been developed. Support measure is used by most of the algorithms, to prune 

the combinatorial search space. However, support-based pruning is not sufficient while considering the 

characteristics of real datasets[4]. In addition, there is no way to adjust the number of frequent patterns after 

mining the data from the datasets. Alternative measures for mining frequent patterns have been suggested to 

address these issues. The major limitation of the traditional approach for mining frequent patterns is that all 
items are treated uniformly without considering the actual degree of importance of each item[4]. For example, in 

an industrial application an expensive item can contribute more to the total revenue even though it does not 

appear frequently in the transactions. For this reason, weighted frequent pattern mining algorithms are suggested 

that give different weights to items according to their significance.  

Weighted frequent pattern mining concerns satisfying the downward closure property of the 

databases[5]. It involves defining a weight range and items are given different weights within the weight range. 

The support and weight of each item are considered for pruning the search space. An ascending weight order 

tree was used and the tree is traversed in a bottom-up strategy. By setting a weight range and a minimum weight 

and allowing the user to balance support and weight of itemsets, the number of weighted frequent itemsets can 

be reduced. In this research, scalable and efficient frequent pattern mining approaches with various weight 

constraints for the incremental databases has been suggested. Our main approach is to add the weight constraints 
into the pattern growth algorithm for an incremental database, while maintaining the downward closure 

property. 

Moreover, the databases in reality are not always static. They grow rapidly either by the insertion of 

new data or by the deletion of the unnecessary data. This does not provide a static nature to the databases. 

Mining the frequent pattern or the weighted frequent pattern in a incremental/dynamic databases with a 

considerable time complexity is more desirable.  

IWFPFD (Incremental Weighted Frequent Pattern Mining based on Frequency Descending Order) has 

been proposed for mining incremental patterns. This frequent pattern growth trees require a single database 

scan. IWFPFD tree makes use of restructuring techniques to make it highly compact to achieve higher space 
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efficiency. Use of this tree makes it convenient to create the prefix tree and the conditional tree for mining the 

most important patterns/ frequent patterns. This tree can reuse the mined data for later purpose. This property 

speeds up the process of mining the frequent/important patterns. 

 

1.1  Paper Organization 
 This paper is organized as follows: Section 2 narrates the related work. Section 3 discusses about the 

proposed method.. Section 4 presents experiments of efficiency evaluation. Section 5 gives conclusions and 

directions for future work. 

 

II.      Related Work 
Although there has been a notion of weight in the existing algorithms, the combination of weights with 

the incremental FPM would possibly suit the real time databases. Here we discuss about the existing 

methods/algorithms for mining frequent patterns, incremental frequent patterns and the weighted FPM. 
 

2.1 Frequent Pattern Mining 
 Frequent Pattern mining has its origin from the early proposal of the Apriori algorithm[1] by Agarwal, 

et al. The Apriori algorithm propose the generation of the candidate keys and then find the most frequent 

patterns in the database[1].However, this suffered from the major disadvantage of candidate generation. In order 

to overcome this, the FP growth algorithm has been proposed as in [6].This reduces the number of candidates 

that are generated[6]. It scans the database once and inserts the data into a header table. The further processing 

are done on the header table rather than on the database. This requires just two scans of the database. The FP 

growth stores the data in a compact data structure called the FP Growth tree[6][7].These algorithms however 
apply to the databases that are static in nature, however most of the databases in reality are dynamic in nature. 

 

2.2 Incremental Database Frequent Pattern Mining 
 The databases are usually updated and grow rapidly. Hence it requires that the updations in the 

database have to be taken into consideration while mining the data .There has been a number of algorithms that 

mine the data from the incremental databases. 

  The Fast Update Algorithm(FUP) as described in[8], scans the original database separately while the 

incremental datasets are scanned and processed as they arrive. However, this requires multiple scanning when 

the incremental data is frequent and the same pattern in the original database is infrequent. This lead to the 
development of New Fast Update algorithm(NFUP)[9], that considers the frequent items in the incremental 

dataset too. This requires a single scan of the database. However, this does not provide a compact data structure. 

A CAN tree is a tree that arranges the data in some canonical order[10]. It is a tree based incremental frequent 

pattern mining approach. It searches for the appropriate position of the data to be inserted and then inserts the 

data into the position. Another tree based mining techniques called the CAT tree. This does not require to be 

reconstructed while modifying. It makes use of the already existing and available tree structure[11]. 

 These algorithms are useful in mining the databases that are dynamic in nature. However, these 

algorithms do not consider the weight i.e, the importance of the item. 

 

2.3 Weighted Frequent Pattern Mining 
The weight of the items has to be taken into consideration so that the algorithm can be more effective 

in real world applications. The weight of the pattern is the average of the weight of the itemsets that constitute 

the pattern. i.e., the weighted support of the pattern P=(X1,X2…..Xn) is defined as,    

 

        𝑾𝒆𝒊𝒈𝒉𝒕 𝑷 =
 𝑾𝒆𝒊𝒈𝒉𝒕 𝑿𝒒 𝒍𝒆𝒏𝒈𝒕𝒉 𝑷 

𝒒=𝟏

𝒍𝒆𝒏𝒈𝒕𝒉(𝑷)
             …    (2.1) 

 

For example consider Table2.1 and Table 2.2, then the weight of the pattern “ab” is  

   Weight (ab)= (weight(A) * Weight(B))/ 2 = 0.55 

A weighted support of a pattern is defined as the value that results from multiplying the pattern’s 
support by the weight of the pattern. The weighted support of the pattern, P, is given as follows, 

 

WSupport(P )= Support(P) * weight(P)    …( 2.2) 
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                         Table2.1 Transaction Table                      Table2.2 Header Table 

 

 
 

 

 

 

 

 

 

 
 

There are a number of algorithms that consider the Weight constraints. Different weights are given to 

items according to their importance or intensity. In contrast to previous frequent pattern mining approaches 

which are mainly based on support constraints, weighted frequent mining approaches consider not only the 

frequency but also the importance of patterns. The main focus of weighted frequent itemset mining concerns the 

downward closure property. The downward closure property is usually broken when different weights are 

applied to the items. All weighted association rule mining algorithms suggested so far have been based on the 

Apriori algorithm. 

The algorithms like LPMiner[12] mines the frequent patterns based on some support constraints. 

However, this does not consider the weight of the items. The WLPMiner considers the notion of weight while 

mining the frequent patterns. The WFIM [13] is the most widely used weighted frequent pattern mining 
approach. WFIM maintains the downward closure property thus avoiding the least frequent patterns. But WFIM 

requires two scans of the database to discover the frequent patterns. These Weighted Frequent Pattern Mining 

algorithms apply only for the static databases. Hence, an efficient algorithm for mining the weighted frequent 

pattern in an incremental database is essential. 

 

III.      The Proposed Method 
IWFPFD uses the prefix tree structure for storing the data. A prefix tree is an ordered tree with any 

predefined order such as the ascending or descending order or any lexicographic order. The items from the 

transactions are scanned and then inserted into the prefix tree in some predefined order, thus making the storage 
structure more compact. This helps in reducing the time of mining the most relevant data. 

In the case of the IWFPFD tree the data or the transactions are arranged in the descending order of the 

frequency of the items. Fig 1 depicts that the IWFPFD mining algorithm involves arranging the transactions in a 

frequency descending order and then creating the tree structure with the ordered data. This is followed by 

mining the required data from the IWFPFD tree. 
 

3.1 IWFPFD Tree Construction 
 Creation of the IWFPFD tree marks the beginning of the mining process using the IWFPFD algorithm. 

IWFPFD is a variant of the enhanced FP tree. The transactions are scanned from the dataset and a header is 

created to maintain the count or the frequency of each item in the database, which maintains the items in the 

descending order of their frequency. The data is stored in a max heap with a null node as the root. IWFPFD tree 

is created in a way similar to creating the enhanced FP growth tree. The creation of the IWFPFD tree involves the 
following steps, 

 

STEP 1: Scan the transactions in the dataset or the  

STEP 2: Increment the count of the item in the header table H and sort the records in frequency descending 

order 

STEP 3:Arrange the items of the transactions in the frequency descending order 

STEP 3:Insert the items of the transaction into a prefix tree and ensure that it maintains the downward closure 

property. 

The downward closure property has to be maintained while constructing the IWFPFD tree. Maintaining 

this property helps to prune the infrequent data or the items .The downward closure property states that if a 

pattern is infrequent then, all its super patterns are also infrequent. The IWFPFD tree performs the insertion and 
deletion operations 

 

TID  

T1 a,b,c,d,g,h 

T2 a,e,f 

T3 b,e,f,g,h 

T4 a,b,c,d 

T5 a,b,g,h 

T6 a,b,d,e 

Item W F 

A 0.6 7 

B 0.5 6 

C 0.2 3 

D 0.3 4 

E 0.5 3 

F 0.3 2 

G 0.8 5 

H 0.38 2 
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3.2 Handling Incremental Data 

 The incremental insertion is done when a db+ arrives for insertion. The patterns that are arranged in the 

descending order of the frequencies are added as the leaf nodes of any super pattern that is available in the 

existing IWFPFD tree. However, before inserting the data or the transactions into the prefix tree or IWFPFD tree, 

it is required to increase the count of the item in the header table, H. The tree sometimes becomes longer so that 

the tree looks more complex and it may also require quite a large amount of memory for storing the data, i.e, the 

tree becomes less compact. Hence a restructuring technique is to be suggested to regain the compactness of the 
tree structure. 

The incremental deletion is performed when a database, db- arrives for the deletion of the data. The 

deletion of the data is simple when compared to that of the insertion procedure.  
 

3.3 Restructuring Using Branch Sorting Method(BSM) 

Items can be retrieved from prefix tree with an Incremental Weighted Frequent pattern Mining 

algorithm. The trees grown by IWFPFD sometimes have some branches longer than others; hence, it is possible 

to reduce the mean retrieval time by restructuring the prefix  tree to make the branches as uniform in length as 

possible. Branch Sorting Method is used to perform the restructuring of the modified IWFPFD tree. 

The trees needed to be ordered so that the mining process is simplified and the expected frequent 

patterns are obtained in an average retrieval time. BSM also makes the structure of the tree compact, thus 

helping to reduce the amount of memory required for storing the items of the transaction. BSM makes use of the 

merge sort method to restructure the tree in descending order. 

For simplicity of discussion, assume that the initial and restructured trees are termed 
as T init and T sort respectively. The BSM involves an array-based technique that restructures all branches, one-by-

one, from the root of T init . Each sub-tree is treated as a separate branch. Hence, T init contains as many branches 

as the number of children it has. Each branch may consist of several paths and several branching nodes. While 

restructuring a branch, BSM sorts each and every path in the branch of the tree, according to the order by 

removing it from the tree, sorting it into a temporary array, and then merging it to form a tree in the sorted order. 

When all the branches in T init are processed, the restructuring process gets terminated resulting in the final T sort.  
 

3.4 Mining Using IWFPFD Algorithm 

The mining of the data using the IWFPFD tree requires the IWFPFD tree as the input. The IWFPFD 

algorithm makes use of two other manual inputs: the user defined threshold value and the pattern to be mined. 

The mining process in the IWFPFD algorithm commences with getting the user threshold along with the pattern 

from the user and the IWFPFD created. The entire IWFPFD mining algorithm is performed on the IWFPFD tree 

rather than mining the database. Initially IWFPFD generates a prefix tree for the item or the itemset to be mined. 

The items in the prefix tree are tested against the threshold using a candidate test. The weighted support of the 
pattern to be mined is compared against the threshold value provided by the user. This paves way to mine the 

relevant pattern and to prune the irrelevant pattern from being mined. The items that pass the candidate test 

generation is form the nodes of the conditional tree. The frequent patterns in the frequency descending order are 

obtained by investigating the conditional tree. 

 

V.       Experimental Evaluation 
 The IWFPFD using BSM makes use of the concept of enhanced FP and BSM for restructuring the data. 

This algorithm can considerably reduce the memory required for storing the data and can be more efficient in 

retrieving the relevant patterns as it considers the notion of weight. The performance of this algorithm can be 
evaluated based on the memory and the runtime efficiency. 
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4.1 Memory Usage 

 The IWFPFD normally uses a tree based data structure for storing the data. This makes the storage size 

to be more compact. The IWFPFD tree is created over a single scan of the database. The incremental database is 

scanned and added at the appropriate position using the tree restructuring, thus making the structure compact 

and reducing the time of merging each and every data at its position. 

 

 
Figure 2  Database is increasing db

+
=0.2 million transaction 

 

4.2 Runtime Efficiency 

 The IWFPFD tree is based on the descending order of the frequency. The runtime of the IWFPFD tree 

considers the time for the creation of the tree, time for restructuring of the tree on the arrival of the incremental 

datasets and the time for mining the patterns from the tree. In this case considered here the incremental database 
db+ contains 0.2 million data and it is seen from Fig 2 that the IWFPFD takes considerably lesser time than that 

of the IWFPWA(based on Weight Ascending order).    Fig 2 shows the runtime required for mining the data using 

the IWFPFD. Moreover, using BSM for restructuring reduces the time of restructuring. 
 

VI.        Conclusion 
In this paper, it is studied that the IWFPFD with BSM restructuring allows the user to mine the frequent 

patterns over a single scan, while the earlier existing algorithms requires more number of scans. Moreover, this 

tree throws a limelight over the weight constraint, which can be more beneficial when compared to the simple 

frequent pattern mining algorithm or techniques. It is seen that using BSM for restructuring the IWFPFD tree is 

more advantageous than using the PAM. The implementation of the IWFP tree has shown that it can be more 

time efficient in mining the data. It is also seen that the IWFP requires a considerably reduced amount of storage 

than the existing tree structure. The efficiency can be further improved by taking the weight of the item into 
consideration even while storing the data i.e., considering the weight of the item at the time of creating the tree. 
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