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Abstract 
In this paper, based on the theory of M-matrix, by constructing proper vector Liapunov functions, the globally 

exponential stability is investigated for a class of bidirectional associative memory neural networks with fuzzy 

logic and distributed delays. Without assuming the boundedness, monotonicity and differentiability of the 

activation functions, the new sufficient criterions for ascertaining the exponential stability of the equilibrium 

point of such neural networks are obtained. Since the criterion is independent of the delays and simplifies the 

calculation, it is easy to test the conditions of the criterion in practice.  
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I. Introduction 
Bidirectional associative memory (BAM) neural networks known as an extension of the unidirectional 

autoassociator of Hopfield was first introduced by Kosto[1,2]. Due to the BAM neural networks has been used 

in many fields such as pattern recognition, image processing, and automatic control. Therefore, the BAM neural 

networks have attracted great attention of many researchers. One can refer to the articles [3-17] for detailed 

discussion on these aspects. When a neural network is employed as an associative memory, the existence of 

many equilibrium points is a necessary feature. However, in applications to parallel computation and signal 

processing involving solution optimization problems, it is required that there be a well-defined computable 

solution for all possible initial states. From a mathematical viewpoint, this means that the network should have a 

unique equilibrium point that is globally asymptotically or exponential stable. In hardware implementation, time 

delays occur due to finite switching speeds of the amplifiers, and the existence of time delays frequently causes 

oscillation or instability in neural networks, thus, the study of globally asymptotical or exponential stability of 

BAM neural networks with time delays is practically required. In [6-12], some sufficient conditions have been 

obtained for globally exponential stability of bidirectional associative memory networks with fixed, varying or 

distributed time delays. 

The another fundamental neural networks, fuzzy neural networks (FNN)[18] which combine fuzzy 

logic with the traditional neural networks structure is an active branch in the field of neural networks. Studies 

have been shown that FNN can deal with the abstract information and it is good at self-learning and self-tuning. 

So FNN have their potential in intelligent control, modeling, image processing and pattern recognition [19-21]. 

Like the traditional neural networks, the stability of the system is very important in the design of the FNN. 

Some results on stability have been derived for fuzzy neural networks, for example [22-25]. Y. Liu and W. Tang 

[24] studied the stability of fuzzy cellular neural networks( FCNN )with constant and time varying delays by 

constructing the suitable Lyapunov functional. T. Huang [25] obtain the exponential stability conditions of 

FCNN with distributed delays. But, to the best of my knowledge, few results on the stability for BAM neural 

networks combining fuzzy logic have reported in the literature. 

In this paper, we investigate a kind of delayed BAM neural networks with fuzzy logic which integrates 

fuzzy logic into the structure of traditional BAM neural networks with distributed delays. Our objective is to 

study the global exponential stability of the kind of BAM neural networks with fuzzy logic and distributed 

delays. Without assuming the boundedness, monotonicity and differentiability of activation functions, by using 

M-matrix theory, and vector Liapunov functions method, we present new conditions ensuring the global 

exponential stability of the equilibrium point for the class of BAM networks with fuzzy logic and distributed 

delays. 
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II. Notation and Preliminaries 

For convenience, we introduce some notations. 
n

n Rxxx  ),,( 1   denotes a column vector. 

|| x denotes the absolute-value vector given by 
 |)|,|,(||| 1 nxxx  , |||| x  denotes a vector norm defined by 

2/122
2

2
1 )(|||| nxxxx   . For matrix nnijaA  )( , A  denotes the transpose of A , 1A  denotes the 

inverse of A , sA][  is defined as 2/)(][ AAA s  
, and || A  denotes absolute-value matrix given by 

nnijaA  |)(||| , |||| A  denotes a matrix norm defined by  :(max{|||| A  is an eigenvalue of 
2/1})AA

.∧ 

and ∨ denote the fuzzy AND and fuzzy OR operation, respectively. 

The dynamical behavior of bidirectional associative memory neural networks with fuzzy logic and 

distributed time delays can be described by the following nonlinear differential equations: 
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where 0i , 0j  for ni ,,2,1  , mj ,,2,1   denote the passive decay rates; ija , jid  for 

ni ,,2,1  , mj ,,2,1   are the synaptic connection strengths; ijb , jiw  and ijc , jiz  for 

ni ,,2,1  , mj ,,2,1   are elements of fuzzy feedforward MIN template and fuzzy feedforward MAX 

template, respectively; jf  for mj ,,2,1  and ig for ni ,,2,1   denote the propagational signal 

functions; iI  for ni ,,2,1  , and jJ  for mj ,...,2,1  are the exogenous inputs. The initial conditions 

associated with (1) are of the form  

)()( ssu ii  , 0s , ni ,,2,1  , 

)()( ssv jj  , 0s , mj ,,2,1  . 

where i and j  are bounded and continuous on ]0,( . 

In the following, we let  
 ),,( 1 nuuu  ,

 ),,( 1 mvvv  , ),,diag( 1 n  , ),,diag( 1 m  , 

mnijaA  )( , mnijbB  )( , mnijcC  )( , nmjidD  )( , nmjiwW  )( , nmjizZ  )( , 

 ))(,),(()( 11 mm vfvfvf  ,  ))(,),(()( 11 nn ugugug  ,
 ),,( 1 n  ,

 ),,( 1 m  . 

For system (1), we make the following assumptions: 

Assumption (A) For each ],1[ ni , ],1[ mj , RRf j :  and RRgi :  are globally Lipschitz 

continuous with Lipschitz constant 0jF , 0jG , i.e., |||)()(| jjjjjjj vyFvfyf   for all jy , jv ; 

|||)()(| iiiiiii uxGugxg   for all ix , iu .  

In the paper, we let ),,,diag( 21 nFFFF  , ),,,diag( 21 mGGGG  . 

Assumption (B) For each ],1[ ni , ],1[ mj , ),0[),0[: ijK , ),0[),0[: jiL  are piecewise 

continuous on ),0[   and satisfy 

 )(d)(e
0
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ijij

s pssK 


, )(d)(e
0


jiji

s hssL 
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, ni ,,2,1  , mj ,,2,1  . 

where )(ijp  and )(jih  are continuous functions in ),0[   and ),0[  , respectively. 0 , 0 and 

1)0( ijp , 1)0( jih . 
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Lemma 1[26]. Let   be a )()( mnmn  matrix with non-positive off-diagonal elements. Then the 

following statements are equivalent: 

(i)   is an M-matrix, 

(ii) The real parts of all eigenvalues of   are positive, 

(iii) There exists a vector 0 , such that 0 , 

(iv)   is nonsingular and all elements of 1  are nonnegative, 

(v) There exists a positive definite )()( mnmn  diagonal matrix Q  such that matrix 
 QQ is 

positive definite. 

From Lemma 3 in Ref. [25], we get 

Lemma 2. Suppose 
mnRyx ),( and 

mnRvu ),(  are two states of system (1), then  
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III. Global Exponential Stability of The Equilibrium Point 
In the section, we study the global exponential stability of the equilibrium point of system (1). 

Theorem 1 Suppose Assumption (A) and Assumption (B) holds, if   is an M-matrix, then for any pair of 

input ),( JI , system (1) has a unique equilibrium point *)*,( vu , which is globally exponential stable, 

independent of the delays.   is defined as  
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Proof. Since   is an M-matrix, similar to the Theorem 1 of Ref.[27], system (1) has a unique equilibrium 

point *)*,( vu . By means of coordinate translation *)()( ututx  , *)()( vtvty  , system (1) can be 

written as 
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System (2) has a unique equilibrium at )0,0(),( yx . Clearly, *)*,( vu  is globally exponential stable for (1) 

if and only if the trivial solution of (2) is global exponential stable.  

The initial condition of (2) is 
*)()( uss   , 

*)()( vss    0 s .    
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Due to 
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Obviously, there exists constants 0i , 0j , such that  
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where 0 , 0  are constants. Then, we get that 
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where 0maxlM  , 0maxlN  , }/||||)1(,/||||)1max{( minmin0  l . By the standard 

Liapunov-type theorem in functional differential equations[28], the trivial solution of (2) is global exponential 

stable, and therefore, *)*,( vu  is global exponential stable for (1). The proof is completed.   

 

IV. Conclusion 
In this paper, by using M-matrix theory and vector Liapunov functions, we present new conditions 

ensuring the global exponential stability of the equilibrium point of bidirectional associative memory neural 

networks with fuuzy logic and distributed time delays. The results are applicable to both symmetric and 

nonsymmetric interconnection matrices, and all continuous non-monotonic neuron activation functions.  
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