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Abstract: This paper presents how to thin an concentric circular ring array antenna optimally using 

evolutionary algorithms. In order to obtain lower Sidelobe level (SLL) form a large antenna array in different 

azimuth planes, various types of optimization algorithms have been used. A pattern synthesis method based on 

thinning is presented to generate a pencil beam pattern from a concentric ring array of isotropic antennas. It is 

obtained by finding out optimum sets of elements state using GA, PSO and DE in four azimuth planes . Results 

clearly show the effectiveness of the proposed method. 
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I. Introduction 
Due to 360 degree azimuthally symmetrical beam pattern with compact structure Concentric Circular 

Antenna Array (CCAA) plays an important role in wireless and radar communication [1,2]. Uniformly excited 

and equally spaced antenna arrays have high directivity, but it suffers from high SLL. To reduce the high SLL, 

the array thinned using evolutionary algorithms. Several approaches reported in the literature for generating 

radiation pattern from thinned antenna array [1-7] are as follows: 

R.L.Haput proposed several ways to apply genetic algorithm to optimized array pattern [3]. Quevedo-

Teruel et al. proven the usefulness of ACO to design arrays by thinned methods using the SLL as optimization 

parameter [4]. Mahanti et al. proposed a technique for designing a thinned linear antenna array with fixed 

sidelobe level and fixed percentage of thinning using global optimization tool [5]. A pattern synthesis method 

based on thinning using Boolean Differential Evolution Algorithm and FFT for planner array has been reported 

by Zhang, L.[6]. R. Jain et al. discussed the use of genetic algorithm for thinned linear and planar antenna arrays 

and also pointed out the problems of applying simple GA to a larger array under dynamic conditions [7]. 

However, due to complexity of synthesis problem it cannot be solved with analytical methods. Therefore, 

evolutionary optimization methods are a good option to solve these problems. Among them, genetic algorithms 

(GA)[7-11], particle swarm optimization (PSO)[12-15], and differential evolution algorithm (DE)[6, 16-18] 

have already been used in array synthesis for different requirements but most of the literature produces an array 

pattern using thinning in a single azimuth plane. In this paper, author proposed a comparative study based on 

three different optimization algorithms for thinning large multiple concentric circular ring arrays of isotropic 

antennas that reduced the side lobe level in a number of different azimuth planes. 

 

II. Problem Formulation 
A concentric array of isotropic elements is considered. The far field pattern of the array shown in 

Figure 1. can be written as [1-2, 14, and 18]: 
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where, M   number of concentric rings; mN  number of isotropic elements in m -th ring; 

mnI  excitation amplitude of mn -th element; mnI  1 if mn -th element is turned ―on‖ and 0 if it is ―off‖. 

The / 2m m mr N d   radius of the m -th ring;  md  inter element arc spacing of m -th circle; 2 /k   , 

represents wave number;  is the wave length; ,    polar and azimuth angle; 2 /mn mn N  is the angular 

location of the mn -th element with, 1 mn N   and mn  = phase excitation of mn -th element consider as 

zero degree for each. 
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Figure 1: Concentric ring array of isotropic antennas in X-Y plane. 

 

Normalized power pattern ( , )P   in dB can be expressed as follows: 
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The directivity is a parameter which quantifies the radiation focusing capability of an antenna.If we define the 

normalized radiation pattern 
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The directivity can be written as: 
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The fitness function for the beam pattern is defined as: 
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In equation (4) (0 90 )  and  is the unknown parameter set responsible for the beam patterns.  is 

defined as follows:
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( )H X is Heaviside step function defined as follows: 

 max{ ( , )}d
dB

A
X peakSLL AF




 



 
  
 

                                                                                                             (6) 

1 if 0
0, if 0

( )
X
X

H X



                                                                                                                                 (7)         

dpeakSLL  is the desired value of peak SLL. A  is the sidelobe region. max{ ( , )}
dB

A
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represents the 

obtained maximum side-lobe level of the beam-pattern within the pre-specified range of  -plane for the 

unknown parameter set  , which has to be determined. The term, max{ ( , )}d
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represent the deviation between the desired and obtained values of  the peak SLL for the parameter set  .  
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Where 0 ,30 ,60 ,90   plane and 1k is the weighting factors. For optimal synthesis of pattern, the fitness 

function of equation (3) has to be minimized using GA, PSO and DE. 

Number of elements does not contribute to construct beam pattern after thinning in comparison to a fully 

populated array can be expressed in terms of tapper efficiency [7]. An array taper efficiency can be calculated 

from 

 
numberof elementsin thearray turnedoff

100 %
totalnumberof elementsin thearray

a r
 

  
 

                                                                         (8) 

  

III. Algorithm Overviews And Parametric Setup 

Overview of Differential Evolution Algorithm 
Differential Evolution Algorithm (DE) was introduced by Storn and Price. Similar to GA [7-11], DE is 

also based on population. It is a stochastic optimization method used to minimize an objective function. It has an 

advantage to find out a true global minima and fast convergence using a few control parameters [16-18]. DE 

algorithm generates a population of NP  in D  dimensional search space called individuals. The individual of 

population in generation G  can be written as: 

 , 1 , 2 , ,{ , ........ }, 1,2......... .i G i G i G Di GX x x x i NP                                                                                         (9) 

The initial population covered the entire search space. At a generation 0G   the initial value of the jth 

parameter defined as follows: 

 ,0 (0,1).( )
up low low

ji j jjx rand x x x                                                                                                      (10) 

where 1,2,.........i NP and 1,2,......... .j D (0,1)rand is uniformly distributed random variable within the 

range (0,1); 
low
jx and 

up
jx are lower and upper bounds of thj   parameter. Three steps mutation, crossover 

and selection can be described as follows. 

 

Mutation operation: DE performs mutation operation to generate a mutant vector 

, 1 , 2 , ,{ , ,..., }i G i G i G Di GV v v v                                                                                                                          (11) 

for each target vector
,i GX . In this work, the DE strategy used is:‗ / /1/ ‘DE best bin  which is defined as 

follows [6, 16-18]:  

, , 1, 2,.( )i G best G r G r GV X F X X  
 (12)

 

1 2, [1, ]r r NP  and 1 2r r i  . F is a real and constant factor, satisfies [0,2]F  and ,best GX is the vector 

which has best fitness at G th
 generation. 

 

Crossover operation: In this operation trial vector 

 , 1 , 2 , ,{ , ,..., }i G i G i G Di GU u u u                                                                                                                      (13) 

 

is generated from the target vector ,i GX  and mutant vector ,i GV . The crossover strategy is defined follows: 

,
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Crossover factor CR is constant in the range of (1, 0). The value of CR is taken as:  0.2. 

 

Selection: The operation performs comparison between the objective function values at each trial vector 

,( )i Gf U and target vector ,( )i Gf X . The vector which has smaller fitness function value remains in the next 

generation. Selection operation can be expressed as  
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,
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Figure 2. Flow chart of Differential Evolution (DE) algorithm. 

These three steps are repeated generation by generation until it reaches to its termination condition. 

Return the best vector in the current population  ,best GX  as the solution of the optimization problem. The 

flow chart of Differential Evolution is given in Fig 2. 

 

I. DETAILS OF PARAMETRIC SETUP   

The individual of the population for DE, PSO and GA are considered as: 

1 2[ ... ]KI I I                                                                                                                                               (16) 

Since the quantity mI has only two state i.e. ‗on‘ and ‗off‘. The limits of the variable are defined as: 

1 (' ') , 0.5 1
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Here ‗on‘ represent the subset of element number which are ON. The value of K in this problem becomes 216 

and the search space dimension becomes 216.  

Based on the guideline provided in [6, 16-18], the population size, and scale factor (F), and crossover rate (CR) 

of DE are chosen as: 50, 0.8 and 0.2. The DE scheme used is: ‗DE/best/1/bin‘ and the maximum iteration 

number is chosen as: 3000. 

Swarm size in PSO is taken as 50 and the initial population is chosen randomly. The value of 1C  and 

2C  are chosen as 2 [12-15]. Time-varying inertia weight (w) is considered as decreases linearly from 0.9 to 0.4. 

The maximum allowable velocity for each of the particle on d-th dimension is considered as 0.9 dr [12-15], 

where dr  is the difference between the maximum and minimum possible values of decision variables on d-th 

dimension. The termination condition is chosen as a maximum iteration of 3000. 

Population size in GA is taken as 50 and two-point crossover is chosen. Crossover probability and mutation 

probability are taken as: 0.08 and 0.01 and ‗Roulette Wheel‘ Selection is considered for the proposed problem 

and the termination condition is chosen as a maximum iteration of 3000. Other parametric setups of GA are 

taken from guidelines given in [7-11]. 

 

IV. Simulation Results 
A circular array of eight concentric rings has been considered and each rings contained a number of 

isotropic elements separated by a distance 0.5  having ring radius ( )mr   shown in Table 1.The design 

specification of the array pattern and its corresponding obtained results are shown in Table 2. The peak SLL for 

the array pattern using different Evolutionary Algorithms corresponding to its predefined azimuth plane 

0 ,30 ,60 and90   mentioned in Table 2. along with its desired values. The optimized array and obtained 
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array patterns are shown in Fig.3 and Fig.4. Thinned array using different Optimization Algorithms are shown in 

Fig.3. In Fig.3(a). the array is thinned using Genetic Algorithm, in Fig.3(b). using Particle Swarm Optimization  

 
Figure 3: Optimized Concentric Ring array using (a) GA (b) PSO (c) DE. 

Algorithm and Fig.3(c). using Differential Evolution Algorithm. The array factor in dB against the Elevation 

angle for predefined Azimuth planes using different Optimization Algorithms is plotted in Fig.4. Table 2. 

depicts the maximum values of peak SLL along with the corresponding directivity for different Optimization 

Algorithms in four various Azimuth planes. The best set of obtained values of PeakSLL and directivity are 

achieved using DE in every azimuth planes. The state of the elements is given in Table 3. The element is 

considered as ―on‖/ ―off‖ according to its corresponding state ―1‖/ ―0‖ shown in Table 3. Here when the element 

is fed is said to be ―on‖ and ―off‖ when the element is passively terminated by impedance equal to the source 

impedance of the fed elements. Best Fitness values are plotted against Generations or number of iterations to get 

the convergence characteristic shown in Fig.5. The effectiveness of DE over GA and PSO are clearly shown in 

Fig.5. All computations have been done in MATLAB 2010a on core 2 duo processor, 3GHz with 2GB RAM. 

Table 1: Ring radius and number of elements per ring 

M 1 2 3 4 5 6 7 8 

( )mr 
 0

.4
7
7
5
 

0
.9

5
4
9
 

1
.4

3
2
4
 

1
.9

0
9
9
 

2
.3

8
7
3
 

2
.8

6
4
8
 

3
.3

4
2
3
 

3
.8

1
9
7
 

mN  6 12 18 24 30 36 42 48 

 

Table 2: Obtained Results for Different Algorithms In Different    Planes 

Optimization 

Algorithms 
  in degrees 

PealSLL in dB 
Directivity 

Desired Obtained 

Genetic Algorithm (GA) 

0 

30 
60 

90 

-15.00 

-15.00 
-15.00 

-15.00 

-26.78 

-26.82 
-26.98 

-26.96 

24.6424 

Particle Swarm 

Optimization (PSO) 

0 
30 

60 

90 

-15.00 
-15.00 

-15.00 

-15.00 

-22.80 
-22.19 

-22.09 

-22.06 

24.3636 

Differential Evolution 

Algorithm (DE) 

0 
30 

60 

90 

-15.00 
-15.00 

-15.00 

-15.00 

-27.37 
-27.36 

-27.42 

-27.40 

24.9969 
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Figure 4: Array Pattern investigated using Evolutionary Algorithms: for (a) 0   (b) 30   

 (c) 60  (d) 90  . 

 

Table 3. State of the element in each ring 
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1,0,1,1,1,1 

1,1,1,1,1,1,0,1,1,1,1,0 

1,0,1,1,0,1,1,1,1,1,0,1,1,1,1,1,1,1 
0,1,1,1,1,1,1,1,0,1,1,1,0,1,1,0,0,1,1,1,0,0,0,0 

0,0,1,1,0,1,0,0,1,1,1,1,0,1,1,0,1,0,0,0,1,1,0,0,0,1,1,1,1,1 

0,0,0,1,0,0,1,0,1,1,1,1,0,0,1,1,1,0, 1,0,1,0,0,1,0,1,0,1,1,1,0,0,0,1,0,1 
0,0,1,0,0,1,1,1,0,0,1,0,1,1,1,1,0,0,1,0,1, 0,0,0,0,0,1,0,1,1,0,1,1,1,0,1,0,1,1,0,0,1 

1,0,0,0,0,0,1,0,0,0,1,1,0,1,0,0,0,0,1,1,0,0,1,0, 0,1,0,0,0,0,1,1,1,1,0,1,1,1,1,1,1,1,0,1,0,1,0,0 
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0,1,0,1,1,1,1,1,0,0,1,0,0,1,1,1,1,1 
0,0,1,0,0,1,1,1,1,0,0,1,0,1,1,0,1,1,1,1,1,0,1,0 

1,0,0,0,1,0,0,0,0,0,1,1,0,0,1, 1,0,1,1,1,0,0,1,1,1,0,1,1,0,0 

1,0,0,1,0,0,0,1,0,1,1,0,1,1,1,1,0,1, 0,1,0,0,1,0,0,1,1,1,1,1,0,1,1,0,1,1 
0,1,0,0,1,0,0,1,1,0,0,1,1,0,0,1,0,0,1,1,0, 1,0,0,0,0,1,0,0,1,1,1,1,1,1,1,1,1,1,0,1,0 
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1,1,1,0,1,1,1,1,1,1,1,1,0,1,0,1,0,0 

1,0,0,1,1,1,1,1,0,1,0,0,1,1,1,0,1,1,1,1,1,1,0,1 
0,1,1,0,1,0,0,0,1,1,1,1,1,1,0, 1,0,1,1,0,0,0,1,1,1,1,1,1,0,1 

0,1,0,0,0,1,0,1,1,1,1,0,1,1,1,1,1,0, 1,0,1,0,0,0,1,0,1,0,0,1,1,0,1,0,0,0 

0,0,1,1,0,1,0,0,1,0,0,1,0,0,0,1,1,1,1,1,0, 0,0,1,0,0,1,0,1,0,0,1,1,1,1,0,1,0,1,0,1,0 
0,0,0,0,0,1,1,0,0,1,1,1,1,1,1,1,0,0,0,0,1,1,1,1, 0,1,0,1,0,0,0,1,1,0,0,1,1,0,1,1,0,0,0,1,1,0,1,1 
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Figure 5: Convergence curve for DE, GA, PSO 

 

V. Conclusion 
The radiation pattern from a concentric ring array of isotropic elements using Evolutionary Algorithms 

is presented. By finding out optimum states (―on‖/―off‖) of the array elements peakSLL is reduced. The fitness 

function takes an important role in this problem. The presented problem is a unique from other array pattern 

synthesis in this manner, it presents one optimum element state to determine beam patterns with lower peak SLL 

for four different phi-cut of the pattern, the directivity of the beam patterns are also computed. Results clearly 

indicate the effectiveness of DE over PSO and GA. The presented method can also be applied to synthesize 

other array configurations. 
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