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Abstract: One of the most widely known topological descriptors is the Wiener index  or  (Wiener number) 

named after American  chemist Harold Wiener in 1947. Wiener number of a connected graph G is defined as the 

sum of the distances between distinct pairs of vertices of G..It correlates between physico- chemical and 

structural properties.The hyper wiener index denoted  by  WW of a  graph G was introduced by Randic and his 

definition is applicable to trees only.  Klein, Lukovits and Gutman introduced the formula for both trees and 
cycle containing structures. The Hyper Wiener index  is defined as  WW (G) = (∑d2(u ,v)+∑d(u,v))/2,    where 

d(u,v) denotes the distance between the vertices u and v in  the graph G and the summations run over all distinct 

pairs of vertices of G. Recently an edge version of Hyper Wiener Index was introduced by Ali Iranmanesh.In this 

paper, we have determined Hyper Wiener numbers of some Cluster graphs and also for some bipartite cluster 

graphs 

Keywords: distance sum ,nanostar, Vertex and edge  Wiener index, Vertex and edge  Hyper Wiener index 

 

I. Introduction 
A Graph G is formally  defined to be a  pair [V(G,E(G)] where  V(G) is a non empty finite set of 

elements called vertices and E(G) is a finite set of unordered pairs of elements of V(G) called edges.Molecular 

graphs represent the constitution of molecules[1]. They are generated using the following rule: Vertices stand 

for atoms and edges for bonds. A graph theoretical  distance d(u,v) between the vertices u and v of the graph G 

is equal to the length of the shortest path that connects u and v. An invariant of a graph G is a number associated 

with G that has the same value for any graph isomorphic to G. If G is a molecular graph then the corresponding 

invariants are called molecular descriptor or topological indices and they are used in theoretical chemistry for 

the design of so called Quantitative Structure Property Relations (QSPR) and Quantitative Structure Activity 

Relations(QSAR).One of  the oldest topological index is  Wiener index and  is defined as the half of the sum of 

all the distances between every pair of vertices of G.[2]  ie 

                                                                        W G =
1

2 
 𝑑 𝑢, 𝑣 

𝑢,𝑣

                                                                (1) 

The hyper wiener index was introduced by Randic [3] and his definition is applicable to trees only. 

Klein, Lukovits and Gutman[4]  introduced the formula for both trees and cycle containing structures  and            

Hyper Wiener  index  WW of  a  graph G  is defined  as 

𝑊𝑊 𝐺 =  
1

2
  𝑑 𝑢, 𝑣 +  𝑑 𝑢, 𝑣 2 =

1

2
(𝑊 𝐺 +   𝑑(𝑢, 𝑣)2)                        (2) 

and summation runs over all distinct pairs of vertices. Equations (1) and (2) are called vertex version of Wiener 

and Hyper Wiener index respectively.The edge versions of Wiener Index were introduced by   A.Iranmanesh, 

I.Gutman, O.Khormali,A.Mahmiani in 2009 [5] and is defined as follows 

The first edge- Wiener number is 

                                                   𝑊𝑒0 𝐺 =
1

2
 𝑑0 𝑒, 𝑓                                                                              (3)

𝑒,𝑓∈𝐸 𝐺 

𝑒≠𝑓

 

Where d0(e,f) =  d1(e,f) + 1         e≠f 

                       =          0                e=f                                                                    

d1(e,f) = min{d(x,u) , d(x,v) ,d(y,u) ,d(y,v) } such that e=xy and f = uv and We0 = W(L(G)). 

The second  edge - Wiener number is 

𝑊𝑒4 𝐺 =
1

2
 𝑑4 𝑒, 𝑓                                                        (4)

𝑒,𝑓∈𝐸 𝐺 

𝑒≠𝑓

 

Where d4(e,f) = { d2(e,f)               e≠f 
                       =          0                  e=f                                                                    

d2(e,f) = max{d(x,u) , d(x,v) ,d(y,u) ,d(y,v) } such that e=xy and f = uv. The edge version of Hyper Wiener 

indices are defined as[6] 

𝑊𝑊𝑒𝑖  𝐺 =  𝑊𝑒𝑖  𝐺 + 𝑊𝑒𝑖
𝑑2

 𝐺  5  
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𝑊𝑒𝑖
𝑑2

 𝐺 =  
1

2
 𝑑𝑖

2 𝑒, 𝑓 

𝑒,𝑓∈𝐸 𝐺 

𝑒≠𝑓

 ,   𝑖 = 0,4                                    6  

where  di are distances for i=0,4 .Since all these topological indices are depends on distance between 

every pair of vertices of a given graph G.The graphs with large number of edges are referred as graph 

representations of inorganic clusters, so-called cluster graphs. In this paper we have determined vertex and edge 
hyper Wiener number of some cluster graphs. 

 

Some Known Results: 

For Kn 

1.𝑊(𝐾𝑛 ) =
𝑛(𝑛−1)

2
 

2. 𝑊(𝐾𝑛 ) =
𝑛(𝑛 − 1)

2
 

3. 𝑊𝑒0(𝐾𝑛 ) =
𝑛(𝑛 − 1)2(𝑛 − 2)

4
 

4. 𝑊𝑊𝑒0 (𝐾𝑛 ) =
𝑛((𝑛 − 1)(𝑛 − 2)(3𝑛 − 5)

4
 

5. 𝑊𝑒4(𝐾𝑛 ) =
𝑛(𝑛 − 1)(𝑛 − 2)(𝑛 + 1)

8
 

6. 𝑊𝑒4(𝐾𝑛 ) =
𝑛(𝑛 − 1)(𝑛 − 2)(𝑛 + 1)

4
 

For Kn,m 

1. W(Kn,m) = (m+n)2-(m+n)-mn 

2. WW(Kn,m) =3 (m+n)2-3(m+n)-4mn 

3. We0(Kn,m) = 
2

nm
(2nm-n-m) 

4. WWe0(Kn,m) =nm(3nm – 2n – 2m + 1) 

5. We4(Kn,m) = nm(nm - 1) 

6. WWe4(Kn,m) = 3nm(nm - 1) 

 

II. Cluster Graphs Obtain From Complete Graphs 
I.Gutman and L.Pavlovic [7] introduced four classes of graphs obtained from complete graph by 

deleting edges.When the edges are deleted from Kn, in a random manner, one-by-one, then the vertex version of 

Wiener numbers increases and edge version of Wiener indices will decreased  . 
DEFINITION 2.1: Let v be a vertex of the complete graph Kn, n≥ 3 and let ei,i= 1,2,…k, 1 ≤ k ≤ n -1, be its 

distinct edges, all being incident to v. The graph Kan(k) is obtained by deleting ei, i =1,2,..,k, from Kn. In 

addition, Kan(0) ≡ Kn. 

DEFINITION 2.2:Let  fi,  i=1,2,…,k,  1  ≤k≤ 
𝑛

2
 be  independent  edges  of 

the complete graph Kn, n ≥3. The graph Kbn(k) is obtained by deleting fi, i = 1,2,…,from Kn. In additionKbn(0) ≡ 

Kn. 
DEFINITION 2.3:Let Vkbe a k-element subset of the vertex set of thecomplete graph Kn, 2 ≤ k ≤n, n≥ 3. The 

graph Kcn(k) is obtained by deleting from Kn all the edges connecting pairs of vertices from Vk. In addition, 

Kcn(0) = Kcn(1) =  Kn. 

Theorem 2.1 

W(Kan(k))=









2

n +k, 1≤ k < n-1      [8] 

Theorem:2.2 
I. WW(Kan(k)) = n(n-1) + 4k 

II. Weo(Kan(k)) = 











2
)4)1((

4

)2)(1( k
knn

nn
 

III. WWeo(Kan(k)) = )101123(
4

)53)(2)(1(



nnk

nnnn
+k(k-1) 

IV. We4(Kan(k)) = 














2
)1

2

)1(
(

8

)1)(2)(1( knn
k

nnnn
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V. WWe4(Kan(k)) = )1()1
2

)1(
(2

4

)1)(2)(1(






kk

nn
k

nnnn
 

Proof: 

I. Let v be any vertex of Kn. In Kn each vertex has n-1 edges incident with it . If we remove k edges  

from v where 1≤ k < n-1,k pairs of vertices are of distance 2.Total number of pairs of vertices of Kn is 









2

n

Hence 









2

n -k pairs of vertices are of distance 1.Therefore  

2

1,

2 )2(1).
2

(),( kk
n

vvd ji

n

ji
ji














 = kk
n

4
2









 

Hence WW(Kan(k)) = W(Kan(k)) + ),(
1,

2
ji

n

ji
ji

vvd



 = 









2

n +k+ kk
n

4
2








  = n(n-1) + 4k. 

II. Let E(Kn)={e21,e31,..ei1..en1;e32,e42,..ei2..en2;e43,e53..ei3..en3;….ei+1i,ei+2i…eni;enn-i}. 

 

 
Figure 1.1 

 

First edge − distance matrix 𝐷1 =   𝑑𝑖𝑗  𝑛 𝑛−1 

2
𝑋

𝑛  𝑛−1 

2

of Kn is given below. 

𝑒21 𝑒31 …𝑒𝑖1 … 𝑒𝑛1    𝑒32 𝑒42 …𝑒𝑖2 … 𝑒𝑛2  𝑒43 𝑒53 …𝑒𝑖3 … 𝑒𝑛3 …𝑒𝑖+1𝑖 𝑒𝑖+2𝑖 …𝑒𝑛𝑖 … 𝑒𝑛𝑛−1 

 
𝑒210     1        1       1         1   1       1       1       2   2        2       2             2      2            2     2
𝑒311     0        1       1         1   2       2       2       1   1        1       1             2      2            2     2

 

         . 

         . 

         𝑒𝑖11     1        0       1         2   2       1       2       2   2        1       2             1      1            1     2 
         . 

         . 

         𝑒𝑛11     1        1       0         2   2       2       1       2   2        2       1             2      2            1     1 
𝑒321     1        2       2         0   1       1       1       1   1        1       1             2      2            2     2
𝑒421     2        2       2         1   0       1       1       1   2        2       2             2      2            2     2

 

         . 

         . 

          𝑒𝑖21     2        2       2         1   1       0       1       2   2        1       2             1      1            1     2 
         . 

         . 

         𝑒𝑛21     2        2       1         1   1       1       0       2   2        2       1             2      2            1     1 
𝑒432     1        2       2         1   1       2       2       0   1        1       1             2      2            2     2
𝑒532     1        2       2         1   2       2       2       1   0        1       1             2      2            2     2

 

         . 

         . 

          𝑒𝑖32     1        1       2         1   2       1       2       1   1        0       1             1      1            1     2 
         . 

         . 

         𝑒𝑛32     1        2       1         1   2       2       1       1   1        1       0             2      2            1     1 
         . 

         . 
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𝑒𝑖+1𝑖2     2        1       2         2   2       1       2       2   2        1       2             0      1            1     2
𝑒𝑖+2𝑖2     2        1       2         2   2       1       2       2   2        1       2             1      0            1     2

 

         . 

         . 

         𝑒𝑛𝑖2     2        1       1         2   2       1       1       2   2        1       1             1      1            0     1 

    𝑒𝑛𝑛−12     2        2       1         2   2       2       1       2   2        2       1             2      2            1     0 
 

HenceWe0(Kn) = 






2

)1(

1,2

1

nn

ji
ji

ijd  

In Kn each vertex has n-1 edges incident to it. Removal of an edge from Kn will remove the corresponding row 

and column from D1. But removal of more than one edge will remove the common entries twice.Let G be a 
graph obtain from Kn by deleting some edges from Kn. Then 

𝑊𝑒𝑖 𝐺 =  𝑊𝑒𝑖 𝐾𝑛  −  𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑚𝑜𝑣𝑒𝑑 𝑒𝑑𝑔𝑒𝑠  𝑅𝑜𝑤 (𝑐𝑜𝑙𝑢𝑚𝑛)𝑠𝑢𝑚 + 𝑆𝑢𝑚 

𝑜𝑓 𝑐𝑜𝑚𝑚𝑜𝑛 𝑒𝑛𝑡𝑟𝑖𝑒𝑠  , , 𝑖 = 0,4                                                  𝑖  . 

 

For Kan(k),number of edges removed is k and row(column) sum of D1 is n(n-1)-2n+2, since number of 2’s in  

each row(column) is 
𝑛(𝑛−1)

2
− 1 − 2(𝑛 − 2) and number of 1’s is 

𝑛(𝑛−1)

2
− 1 − (

𝑛(𝑛−1)

2
− 1 − 2(𝑛 − 2))and  

the sum of common entries are 








2

k
Therefore from (i )    

Weo(Kan(k)) =  )}22)1(()(0 nnnkKW ne 








2

k
. 

                  Hence      Weo(Kan(k)) = 











2
)4)1((

4

)2)(1( k
knn

nn

 
III. Let G be a graph obtain from Kn by deleting some edges from Kn. Then 

𝑊𝑒𝑖
𝑑2

 𝐺 =  𝑊𝑒𝑖
𝑑2

 𝐾𝑛 −  𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑚𝑜𝑣𝑒𝑑 𝑒𝑑𝑔𝑒𝑠 (𝑆𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒 𝑜𝑓 𝑒𝑛𝑡𝑟𝑖𝑒𝑠  
         𝑖𝑛 𝑎 𝑅𝑜𝑤 (𝑐𝑜𝑙𝑢𝑚𝑛)) + 𝑆𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒 𝑜𝑓 𝑐𝑜𝑚𝑚𝑜𝑛 𝑒𝑛𝑡𝑟𝑖𝑒𝑠   , 𝑖 = 0,4                                𝑖𝑖  

Since 

 

𝑊𝑒𝑖
𝑑2

 𝐾𝑛 =  𝑊𝑊𝑒𝑖  𝐾𝑛 − 𝑊𝑒𝑖  𝐾𝑛  , 𝑖 = 0,4 ………………… . . (𝑖𝑖𝑖) 

For Kan(k),sum of square of entries in a row (column) of D1is 2n(n-1)-6(n-2)-4 and sum of square of  

common entries  is   
𝑘
2
 .Therefore from  (ii) we get ,

 
 𝑊𝑒0

𝑑2
 𝐾𝑎𝑛 (k) =  𝑊𝑒0

𝑑2
 𝐾𝑛 − 𝑘 2n n − 1 − 6 n − 2 − 4 +  𝑘

2
 ………… . . (𝑖𝑣)

……

 
 

Therefore   WWeo(Kan(k)) = )101123(
4

)53)(2)(1(



nnk

nnnn
+k(k-1). 

IV. Second edge distance matrix D4=(dij)of Kn is a 
𝑛(𝑛−1)

2
 𝑋 

𝑛(𝑛−1)

2
  matrix in which all entries are one  

except the diagonal .Hence row(column) sum of D4 is 
𝑛(𝑛−1)

2
− 1 and for Kan(k) sum of common entries is 

 𝑘
2
 .Therefore from (i) we get 

We4(Kan(k)) = 














2
)1

2

)1(
(

8

)1)(2)(1( knn
k

nnnn

 

V.  Sum of square of entries in a row(column) of D4 is (n(n-1)/2)-1 and for Kan(k) sum of square of 

common entries  is   
𝑘
2
 .Therefore from (iii) we get

 
 𝑊𝑒0

𝑑2
 𝐾𝑎𝑛 (k) =  𝑊𝑒0

𝑑2
 𝐾𝑛 − 𝑘  

𝑛 𝑛 − 1 

2
− 1 +  𝑘

2
 

 
Hence the result. 

Theorem :2.3 



Vertex and Edge Hyper Wiener Number of Some Cluster Graphs 

www.iosrjournals.org                                                    57 | Page 

W(Kbn(k)) = 
𝑛
2
 + k      [8]

  

  Theorem 2.4 

I. WW(Kbn(k)) = n(n-1) + 4k 

II. Weo(Kbn(k)) = )1()4)1((
4

)2)(1(



kkknn

nn
 

III. WWeo(Kbn(k)) = )101123(
4

)53)(2)(1(



nnk

nnnn
+3k(k-1) 

IV. We4(Kbn(k)) = 














2
)1

2

)1(
(

8

)1)(2)(1( knn
k

nnnn
 

V. WWe4(Kbn(k)) = )1()1
2

)1(
(2

4

)1)(2)(1(






kk

nn
k

nnnn
 

Proof: 

As k independent edges are removed from Kn, there are k pairs of vertices andthey are of distance 2 and 

for Kbn(k ) sum of  common entries is  2 
𝑘
2
 = k(k-1) and sum of square of common entries is 4 

𝑘
2
 =

2𝑘 𝑘 − 1 .Hence, the result follows from Theorem 1.2. 

Theorem 2.5 

W(Kcn(k)) =  
𝑛
2
 +  𝑘

2
 1< k < n-1  [8] 

Theorem 2.6 

I. W(Kcn(k)) = n(n-1) + 2k(k-1) 

II. We0(Kcn(k)) = 
𝑛(𝑛−1)2(𝑛−2)

4
−

𝑘 𝑘−1 

4
 2 𝑛 − 1  𝑛 − 2 −  𝑘 − 1  𝑘 − 2   

III. WWe0(Kcn(k)) = 
𝑛(𝑛−1)(𝑛−2)(2𝑛−3)

4
−

𝑘 𝑘−1 

4
 6𝑛2 − 22𝑛 + 10 − 3𝑘2 + 11𝑘  

IV. We4(Kcn(k)) = }2)1(2{
8

)1(

8

)1)(2)(1( 2 





kknn
kknnnn

 

V. WWe4(Kcn(k)) = }2)1()1(2{
4

)1(

4

)1)(2)(1(






kknn

kknnnn
 

Proof: 
I. If Vk= {v1,v2,…,vk}, then the number of edges which are mutually incident 

among v1,v2,…,vk   is  
𝑘
2
 .Hence in Kcn(k) there are  

𝑘
2
  vertices are at of distance 2 and the remaining 

 
𝑛
2
 −  

𝑘
2
  vertices are at of distance 1.Therefore 

.Hence the result. 

 

 

II. For Kcn(k), number of removed edges are k(k-1)/2 and sum of common entries is  















 




2

2

)1(

)}2(21
2

)1(
{

4

)1(
kk

k
kkkk

 

 Therefore from (i) we get 

We0(Kcn(k)) = We0(Kn) - ]2+2n-1)-n(n[
2

)1( kk
+ )}2(21

2

)1(
{

4

)1(



k

kkkk
 















 



2

2

)1(

)}2(2

kk

k

 

Hence the result. 

2

1,

2 )2(
2

1).
22

(),( 






























kkn
vvd ji

n

ji
ji
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III. For Kcn(k) sum of square of common entries in D1 is 



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 From (ii) we get 
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 2n n − 1 − 6 n − 2 − 4 +

⋯…
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Hence the result. 

For Kcn(k) sum and sum of square of common entries in D4 is  













 

2

2

)1(kk  

Hence IV and V follows from (i) and (ii) 

Theorem 2.7 

W(Kan(m,k)) =  
𝑛
2
 + 𝑘  

𝑚
2
     [8] 

Theorem 2.8 

I. WW(Kan(m,k)) = n(n-1) + 2km(m-1) 

II. We0(Kan(m,k)) = 
𝑛(𝑛−1)2(𝑛−2)

4
− 𝑘

𝑚 𝑚−1 

8
 4 𝑛 − 2  𝑛 − 1 −  𝑚 − 2  𝑚 − 3  − 𝑘𝑚 𝑚 − 1 +

                               +2 +  𝑚(𝑚−1)2𝑘 

III. WWe0(Kan(m,k)) = 
𝑛(𝑛−1)(𝑛−2)(3𝑛−5)

4
− 𝑘

𝑚 𝑚−1 

4
 2(3𝑛2 − 11𝑛 + 10) − 2 𝑚 − 2  𝑚 − 3 −

                               −𝑘𝑚𝑚−1+2+4𝑚(𝑚−1)2𝑘 

IV. We4(Kan(m,k)) = 
𝑛 𝑛−1 (𝑛−2)(𝑛+1)

8
−

𝑘𝑚  𝑚−1 

8
{2𝑛 𝑛 − 1 − 𝑘𝑚 𝑚 − 1 − 2} 

V. WWe4(Kan(m,k)) = 
𝑛 𝑛−1 (𝑛−2)(𝑛+1)

4
−

𝑘𝑚 𝑚−1 

4
{2𝑛 𝑛 − 1 − 𝑘𝑚 𝑚 − 1 − 2} 

Proof: 

There are k independent complete subgraphs Km. Therefore, the number ofedges removed from Kn will be  
 

𝑘  
𝑚
2
 Hence  𝑑2 𝑣𝑖 ,𝑣𝑗  = 𝑊 𝐾𝑎𝑛  𝑚, 𝑘  +   

𝑛
2
 − 𝑘  

𝑚
2
  . 1 +

𝑛

𝑖<𝑗
𝑖,𝑗 =1

𝑘  
𝑚
2
 . 22 

Therefore  WW(Kan(m,k)) = n(n-1) + 2km(m-1) 

 
For  Kan(m,k) , sum of common entries in D1 is 

 
𝑘𝑚 𝑚 − 1 

2
2

 +
1

2
 
𝑘𝑚 𝑚 − 1 

2
 
𝑚 𝑚 − 1 

2
− 1 − 2 𝑚 − 2   +  

𝑚(𝑚 − 1)

2
 

2

 

and sum of square of common entries is  

 
𝑘𝑚 𝑚 − 1 

2
2

 +
1

2
 

3𝑘𝑚 𝑚 − 1 

2
 
𝑚 𝑚 − 1 

2
− 1 − 2 𝑚 − 2   + 3  

𝑚(𝑚 − 1)

2
 

2

 

Hence the results II and III follows from (i) and (ii)  

For  Kan(m,k), sum and sum of square of common entries in D4 is  
𝑘𝑚 𝑚−1 

2

2
  . 

Therefore from (i) and (ii) we get 

We4(Kan(m,k)) = 
𝑛 𝑛−1 (𝑛−2)(𝑛+1)

8
−

𝑘𝑚  𝑚−1 

8
{2𝑛 𝑛 − 1 − 𝑘𝑚 𝑚 − 1 − 2} 

WWe4(Kan(m,k)) = 
𝑛 𝑛−1 (𝑛−2)(𝑛+1)

4
−

𝑘𝑚 𝑚−1 

4
{2𝑛 𝑛 − 1 − 𝑘𝑚 𝑚 − 1 − 2} 



Vertex and Edge Hyper Wiener Number of Some Cluster Graphs 

www.iosrjournals.org                                                    59 | Page 

III. Cluster Graphsobtain From Bipartite Graphs 
Here also we consider different types of graphs obtained by deleting edges from the complete bipartite 

graph Km,n. 

DEFINITION 3.1.Let  ei, i=1,2,…,k, 1 ≤ k ≤min{m,n}be independent  edgesof the complete graph Km,nm,n≥ 1. 
The graph Kam,n(k) is obtained by deleting ei, i=1 to k edges from Km,n. Also, Kam,n(0) ≡ Km,n. 

DEFINITION 2.3.If Kr,sis any subgraph of Km,n, 1 ≤ r < m, 1 ≤ s < n andKbm,n(r,s) is the graph obtained by 

deleting the edges of Kr,s from Km,n. In addition,Kbm,n(0,0) ≡ Kbm,n (r,0) ≡ Kbn(0,s) ≡ Km,n. 

Theorem 3.1 

W(Kam,n(k)) = W(Km,n) +2k                   [8] 

Theorem 3.2 

I. WW(Kam,n(k)) = 3(m+n)2-3(m+n)-4mn +10k 

II. We0(Kam,n(k)) =  
𝑛𝑚

2
− 𝑘  2𝑛𝑚 − 𝑛 − 𝑚 +  𝑘

2
  

III. WWe0(Kam,n(k)) = (nm-2k)(3nm-2(n+m)+1) + k(k-1) 

IV. We4(Kam,n(k)) = (nm-1)(nm-2k) + k(k-1) 

V. WWe4(Kam,n(k)) =3{ (nm-1)(nm-2k) + k(k-1)} 

Proof: 

I. Number of edges in Km,n is mn. Removal of an edge from Km,n will increase its Wiener number  
by 2.Therefore half sum of square of distance between all pair of vertices of Km,n will increase by 8.Hence 

for  Kam,n(k), WW(Kam,n(k)) =    WW(Kam,n)+10k = 3(m+n)2-3(m+n)-4mn +10k. 

II. For Kam,n(k),number of edges removed from Kn,m is k and row(column) sum of D1 is 2mn-n-m  

since number of 2’s in each row(column) is mn-1-(n+m-2) and number of 1’s is m+n-2 and the sum of 

common entries is  
𝑘
2
 . Therefore We0(Kam,n(k)) = We0(Km,n(k)) – k(2mn-m-m) +  

𝑘
2
 . Hence the result. 

III. For Kam,n(k) , sum of square of entries in a row (column) of D1 is 4mn-3n-3m+2 and sum of square  

of common entries is  
𝑘
2
 .Therefore 

 𝑊𝑒0
𝑑2

 𝐾𝑎𝑚,𝑛 (k) =  𝑊𝑒0
𝑑2

 𝐾𝑎𝑛 , 𝑚 − 𝑘 4mn − 3n − 3m + 2 +  𝑘
2
  

Hence WWe0(Kam,n(k)) = (nm-2k)(3nm-2(n+m)+1) + k(k-1) 

IV. Second edge distance matrix , D4=(dij)of Kn,m is a 𝑛𝑚 𝑋 𝑛𝑚  matrix in which all entries are two  

except the diagonal .Hence row(column) sum of D4 is 2(𝑛𝑚 − 1) and for Kan,m(k) sum of common entries 

is 2  𝑘
2
 .ThereforeWe4(Kam,n(k)) = We4(Km,n(k)) – k(2(mn-1) + 2  𝑘

2
 . Hence the result.  

V. Sum of square of entries in a row (column) in D4 is 4 𝑛𝑚 − 1 and sum of square of common  

entries  is4  𝑘
2
 . Hence the result. 

Theorem:3.3 

W(Kbm,n(r,s)) = W(Km,n) + 2rs.                      [8] 

Theorem 3.4 

I. WW(Kbm,n(r,s)) = 3(m+n)2-3(m+n)-4mn +10rs 

II. We0(Kbm,n(r,s)) =  
𝑛𝑚

2
− 𝑟𝑠  2𝑛𝑚 − 𝑛 − 𝑚 +

𝑟𝑠

2
(2𝑟𝑠 − 𝑟 − 𝑠) 

III. WWe0(Kbm,n(r,s)) = (nm-2rs)(3nm-2(n+m)+1) + rs(3rs-2r-2s+1) 

IV. We4(Kbm,n(r,s)) = (nm-1)(nm-2rs) + rs(rs-1) 

V. WWe4(Kbm,n(r,s)) =3{ (nm-1)(nm-2rs) + rs(rs-1)} 

Proof: 

  For Kbm,n(r,s), number of edges removed from Kn,m is rs and sum of common entries in D1 is  
𝑟𝑠
2

 +
1

2
(𝑟𝑠 −

𝑟 − 𝑠 + 1) and sum of square of common entries is  
𝑟𝑠
2

 +
3

2
(𝑟𝑠 − 𝑟 − 𝑠 + 1).Then the proof  is as similar as 

before. 

 

IV. Conclusion 
Hence we have calculated the a vertex and edge hyper Wiener number of some complete and bipartite 

graphs. 
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