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Abstract: This paper focuses on the derivation of one-sixth hybrid block method for the general solution of first 

order initial values problems of ordinary differential equations. The new proposed method was derived by using 

the approach of collocation and interpolation of Chebyshev polynomials, approximate solution at some selected 

points to get a continuous linear multistep method, which was evaluated at some off-grid points to generate hybrid 

linear multistep methods. Basic properties of the proposed method wasexamined and the method found to be 

zero-stable, consistent and convergent. The efficiency of the method was tested on some numerical examples and 

in particular, on well-known SIR Model, Prothero-Robinson oscillatory problem and highly stiff oscillatory 

problem. On comparison, the new proposed method performed favourably when compare with the existing 

method proposed by other researchers in the area of Numerical Analysis.  

Keywords: Hybrid block methods, first order initial values problems, collocation and interpolation, approximate 

solutions, consistent and zero stability.  

 

I. Introduction 

Ordinary differential equation can be found in almost all disciplines. For instance, mathematical models 

of electrical circuits, mechanical systems, chemical processes, biological processes to mention but a few. After the 

introduction of calculus, it was discovered that not all ordinary and partial differential equations can be solved 

analytically. In order to overcome this problem, numerical methods for solving ordinary differential equations 

were introduced with the aim of providing an approximate solution to the ordinary differential equations. Most 

famous ones are the Euler forward and Euler backward methods, Adams and Bash-forth, linear multistep 

methods, Runge-kutta, Heun methods and among other methods.  

The numerical solution of general first order initial value problems of ordinary differential equation of the form:  

 𝑦′ = 𝑓(𝑥, 𝑦),  𝑦(𝑥0) = 𝑦0 , 𝑦, 𝑥0, 𝑓𝜀ℜ, (1) 

where𝑥0 represent initial point and 𝑓 is the continuous function and fulfills the Lipchitz’s condition that verifies 

the uniqueness and existence theorem stated by Awoyemi (2011) is consider in this paper.  

 

Many problems in form of equation (1) required a lot of attention from many researchers in the literature 

simply because of its applications in Chemistry, Engineering, Physics, Economics, Computer Sciences and Social 

Sciences. It has been verified that first order ordinary differential equations of the form equation (1) do not often 

have theoretical solution, hence seeking for numerical solution is very important. According to Dahlquist (1956) 

and Odekunle et al. (2012), equation (1) is used in simulating the growth of population, trajectory of a particle, 

simple harmonic motion, deflection of a beam and the like. It is also important to note that mixture models, SIR 

model, Prothero-Robinson oscillatory problem and highly stiff oscillatory problem and other similar problems can 

be written in the form of equation (1).  

The desire to obtain more accurate approximate solutions to mathematical models arising from many 

disciplines, had led several scholars like; Lambert, (1991), Hairer, (1996), Badmus and Mishehia (2011), 

Adesanya et al. (2012), Fatokun et al. (2011), Zarina and Kharil (2005), Dahlquist (1963), Onumanyi et al. (1994) 

and among other scholars to propose different numerical methods. These authors proposed a multi-derivative 

method which is implemented in predictor-corrector mode. The major setback of this method is that the predictors 

are in decreasing order of accuracy; hence it affects the efficiency and accuracy of their methods.  

Block methods for solving ordinary differential equations have been proposed and presented by some 

researchers such as: Areo et al. (2011), Ibijola (2011), Abbas (1997), Odekunle et al (2012), Yahaya (2007) and 

Mohammed and Yahaya (2010). Theseresearchers proposed block methods which has the characteristics of 

Runge-kutta method for being self-starting and does not require development of separate predictors or starting 

values.  

The main goal of this paper is to derive a new continuous hybrid block method using Chebyshev 

polynomials of the first kind as basis function and the new proposed method will give solutions to initial value 

problems of linear, nonlinear and systems of first order ordinary differential equations.  
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II. Development of the One-Sixth Step Method 
In this section, the objective is to derive the hybrid block methods of the form:  
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1

6

𝑗=0
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6
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where 𝑗 = 0,
1

18
,
1

9
, and 

1

6
, 𝛽𝑗  represents continuous coefficients, 𝑦𝑛+𝑗 = 𝑦 𝑥𝑛 + 𝑗ℎ  is the numerical solution 

of the analytical solution at the point 𝑥𝑛+𝑗  and 𝑓𝑛+𝑗 = 𝑓𝑙𝑒𝑓𝑡(𝑥𝑛+𝑗 , 𝑦𝑛+𝑗 .  

In order to get equations(2), (3)and(4), we seek a Chebyshev polynomial of the first kind as a basis function to 

be of the form:  

 𝑌(𝑥) =  𝑎𝑗

4

𝑗=0

𝑇𝑗 (𝑥), (5) 

where 𝑎𝑗
′𝑠,  𝑗 = 0,1,2,3 and 4  are unknown coefficients to be determined and 𝑇𝑗 (𝑥) represent Chebyshev 

polynomial of the first kind of degree 4.  

 

The Chebyshev polynomial of the first kind is defined as follow:  

 𝑇𝑗 (𝑥) =  cos(jcos−1𝑥),  − 1 ≤ 𝑥 ≤ 1 (6) 

Equation (6) satisfies the following triple recursion relation  

 𝑇𝑗 (𝑥) =  2𝑥𝑇𝑗 (𝑥) − 𝑇𝑗−1(𝑥), 𝑗 ≥ 1 (7) 

The first derivative of the equation (5) is:  

 𝑌′(𝑥) =  𝑎𝑗

𝑖+𝑐−1

𝑗=0

𝑇 ′
𝑗 (𝑥) (8) 

In order to derive the schemes, equations (5) and (6) are interpolated and collocated at the points 𝑥𝑛+𝑖 , 𝑖 = 0 

and 𝑥𝑛+𝑐 , 𝑐 = 0,
1

18
,
1

9
 and 

1

6
 respectively to generate the following system of equations.  
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The parameters 𝑎0 , 𝑎1 , 𝑎2, 𝑎3 , 𝑎4 are obtained by using Gaussian elimination method and presented as follow:  
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8
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On Substituting the value of 𝑎0 , 𝑎1 , 𝑎2, 𝑎3 , 𝑎4 into equation (5) gives the continuous scheme  
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Evaluating equation (19) at the non-interpolating points i.e 𝑥 =
1

18
,
2

18
,
3

18
 give the following scheme:  
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2.1. Formulation of Block for the Proposed Method 

To get block for a new one-sixth step, we combine equations (20 − 22) and we use their coefficients to form a 

block of the form:  

 𝐴0𝑌𝑚 = 𝐴1𝑦𝑛 + ℎ𝐷𝑓(𝑦𝑛) + ℎ𝐸𝐹(𝑌𝑚 ), (23) 
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III. Analysis of the Basic Properties of the Proposed Methods 
Here, we consider the analysis of the basic properties of the proposed method which includes: zero 

stability, order, error constants, consistency and convergence of the methods.  

3.1 Order and Error Constant of the Block Methods 

Following the method proposed by Areo and Rufai (2016) and Areo and Omojola (2015), we represented 

the linear difference operator as follow:  

 𝐿[𝑦(𝑥); ℎ] =   𝛼𝑗𝑦 𝑥 + 𝑗ℎ − ℎ𝛽𝑗𝑦
′ 𝑥 + 𝑗ℎ  

𝑘

𝑗=0

. (24) 

On expanding equation (24) using Taylor series and comparing their coefficients, we get the following equation.  

 𝐿[𝑦(𝑥); ℎ] = 𝐶0𝑦(𝑥) + 𝐶1ℎ𝑦
′(𝑥) + 𝐶1ℎ

2𝑦′′(𝑥). . . +𝐶𝑞ℎ
𝑞𝑦𝑞(𝑥), (25) 

where 

 𝐶𝑞 =
1

𝑞!
  𝑗𝑞

𝑘

𝑗=1

𝛼𝑗 − 𝑞  𝑗𝑞−1

𝑘

𝑗=1

𝛽𝑗  ,  where 𝑞 = 0,1,2, . . . 𝑛. (26) 

 

1. Definition: 

The linear difference operator and the associated block method are said to be of order𝑝, if 𝐶0 = 𝐶1 =. . . = 𝐶𝑝 =
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0, 𝐶𝑝+1 ≠ 0, where𝐶𝑝+1denoted the error constant.  

By carrying out Taylor series expansion on equations (16 − 18) we get:  

𝐶𝑛 =
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When𝑛 = 0, we get:  

𝐶0 =  
0
0
0
  

When𝑛 = 1, we get:  

𝐶1 =  
0
0
0
  

When𝑛 = 2, we get:  

𝐶2 =  
0
0
0
  

When𝑛 = 3, we get:  

𝐶3 =  
0
0
0
  

When𝑛 = 4, we get:  

𝐶4 =  
0
0
0
  

When𝑛 = 5, we get:  

𝐶5 =

 
 
 
 
 
 −

19

1360488960

−
1

170061120

−
1

50388480  
 
 
 
 
 

 

 

Hence, the proposed block methods are of order 𝑝 =  4,4,4  with error 

constants −
19

1360488960
, −

1

170061120
, −

1

50388480
 .  

 

3.2 Zero Stability of the Block Method 

A block method (23) is said to be zero stable if the roots   𝜆𝐴(0) − 𝐴(1)  = 0 

To show that   𝜆𝐴(0) − 𝐴(1)  = 0 , we have:  

  𝜆𝐴(0) − 𝐴(1)  =   𝜆  
1 0 0
0 1 0
0 0 1

 −  
0 0 1
0 0 1
0 0 1

   = 0 

This implies that 𝜆3 − 𝜆2 = 0, 𝜆 = 0,0,1 

Since all roots (𝜆) have modulus less than or equal to one and |𝜆| = 1 is simple. Hence the proposed method is 

zero-stable.  

 

3.3 Consistency and Convergence of the Proposed Method 

According to Areo and Rufai (2016), if the order of a linear hybrid multistep method is greater than or 

equal to one i.e. (𝑝 ≥ 1), the method is consistency, since our new proposed methods are of constant order𝑝 = 4. 

Therefore, our new proposed method is consistent. According to Jator (2007), the two sufficient conditions for a 

linear hybrid multistep method to be convergent are to be zero-stable and consistent. Since the two conditions are 

satisfied. Hence the new derived method converges.  
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IV. Numerical Experiments 
In this section, we deals with the implementation of the derived methods in solving initial value problems 

of first order ordinary differential equations. The methods were coded using Maple 17 environment.  

4.1 Problem 1: SIR Model 

The SIR model is an epidemiological model that computes the theoretical number of people infected with 

a contagious illness in a closed population over time. The name of this class of models derives from the fact that 

they involve coupled equations relating the number of susceptible people𝑆(𝑡), number of people infected 𝐼(𝑡) 
and the number of people who have recovered𝑅(𝑡). This is a good and simple model for many infectious diseases 

including measles, mumps and rubella see [Gragg and Stetter (1964), Rosser (1967) and Mickens (1994)]. It is 

given by the following three coupled equations,  

 

 
𝑑𝑆

𝑑𝑡
=  𝜇(1 − 𝑆) − 𝛽𝐼𝑆, (27) 

 
𝑑𝐼

𝑑𝑡
=  𝜇𝐼 − 𝛾𝐼 + 𝛽𝐼𝑆, (28) 

 
𝑑𝑅

𝑑𝑡
=  − 𝜇𝑅 + 𝛾𝐼, (29) 

where𝜇, 𝛾 and 𝛽 are positive parameters. Define 𝑦 to be  

 𝑦 =  𝑆 + 𝐼 + 𝑅 (30) 

By adding equations(23), (24)and(25), we obtain the following evolution equation for 𝑦 as follow;  

 𝑦′ =  𝜇(1 − 𝑦) (31) 

Taking 𝜇 = 0.5 and attaching an initial condition 𝑦(0) = 0.5 (for a particular closed population), we obtain  

 𝑦′(𝑡) =  0.5(1 − 𝑦), 𝑦(0) = 0.5 (32) 

Whose exact solution is1 − 0.5𝑒0.5𝑡 . 
Source:[Sunday et. al. 2013]. 

 

By applying the hybrid block method (23) on problem (1), we obtain the results in table (1) at different values of 

time (t).  

 

Table 1. Performance of the block method (23) on problem 1 

 
 

4.2 Problem 2: 

We consider a mildly stiff system problem which was also solved by Yakubu and Markus (2016).  

 
 

Table 2: Performance of the block method (23) on problem 2 
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4.3 Problem 3: 

We consider the highly stiff of ordinary differential equation which was also solved by Skwaneet. al. (2013). 

 

 

 

 

Table 3:Performance of the block method (23) on problem 3 

 
 

4.4 Problem 4: 

We consider the Prothero-Robinson Oscillatory ordinary differential equation which was also solved by Sunday et 

al. (2014).  

 
Table 4: Performance of the block method (23) on problem 4 

 
 

4.5 Problem 5: 

We consider a nonlinear first order ordinary differential problem which was also solved by Okunuga et al. (2013).  
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Table 5: Performance of the block method (23) on problem 5 

 
V. Discussion of the Results 

In this manuscript, we have applied the procedure of collocation and interpolation to develop one-sixth 

hybrid block method for solving general first order ordinary differential equations. In the table 1, table 2 and table 

3, it is shown that our new method is more accurate than the methods proposed by Sunday et al. (2013), Yakubu 

and Markus (2016) and Skwane et al. (2013). It has been seen from table 4 and table 5 that our new method yield 

better results than the results presented by Sunday etal. (2014) and Okunuga et al. (2013), despite the high order of 

their methods, our new hybrid block method of order four are more efficient and accurate than their methods of 

order seven.  

VI. Conclusion 
We have proposed a new hybrid block method that gives solutions to first order initial value problems of 

first order ordinary differential equations. We used our new derived schemes to solve some numerical problems 

and the results obtained were significantly better when compared with those in the tables 1, 2, 3, 4, and 5. We 

conclude that the new method gives better approximate solutions than some existing methods.  
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