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Abstract: In this paper a generalized class of regression type estimators using the auxiliary information on
population mean and population variance is proposed under stratified random sampling. In order to improve
the performance of the proposed class of estimator, the Jack-knifed versions are also proposed. A comparative
study of the proposed estimator is made with that of separate ratio estimator, separate product estimator,
separate linear regression estimator and the usual stratified sample mean. It is shown that the estimators
through proposed allocation always give more efficient estimators in the sense of having smaller mean square
error than those obtained through Neyman Allocation.
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I. Introduction of the Proposed Estimator
Let a population of size ‘N’ be stratified in to ‘L’ non-overlapping strata, the h™ stratum size being N,

L
(h=1,2,...... ,L) and Z N, = N . Suppose ‘y’ be charectarstic under study and ‘x’ be the auxiliary variable. We

h=1
denote by
Yy © The observation on the j™ unit of the population for the charectarstic ‘y’ under study (j =1,2,....... ,N,)in

the h" stratum (h=1,2,.....,L)
th I3

X; : The observation on the j" unit of the population for the auxiliary charectarstic ‘x” under

study (j =1,2,....... ,N,,) inthe h" stratum (h=1,2,....,L).

Z Yoy X ZXm'

th th

yh (N _1)Z(yhj ! xh (N _1)2( hj —

Z(Xm X,)' 0 = Z(yh, %

hll th

Sxyh (N _1)2( hj x ) (yhj Y) pthhShJ

where p, is the population correlation coefficient between ‘x’ and ‘y’ for the h" stratum (j =1,2,.......,N,).

R _Y__h c2 _Syh Hozn c2 - San _ Haon
h_)z' yh_Y—z Y2’ xh ™ Xz_)zz
h h h

Mgy = Z(th -X,)" (Yo — Y,)" :the (p,q)" population product moment about mean between ‘x” and ‘y” for
h i=t

the h" stratum (h=12,......,L).

2 2
B, = Haon B, = Haon
1h — 2 1/2h T 2

Haon Haon
S S
B, = ngh =p, S—yh be the population regression coefficient of y on x for the h"™ stratum (h=1,2,......,L) .
xh xh

DOI: 10.9790/5728-1301035963 www.iosrjournals.org 59 | Page



AGeneralised Class of Unbiased Seperate Regression Type Estimator under Stratified Random

Let a simple random sample of size n, be selected from the h" stratum without replacement, without any loss

of generality, we assume that first nh units have been selected in the h" stratum from N, units by SRSWOR.
Moreover we assume that N, is so large that 1—f, 0 1.

We define
Ny 1 N _
ZYth h :_Z hj ? xh = Z(Xm h 'S h _Z(th _yh)
thl Ny =2 N, — nh_li:1
2 Az 1 3 7 N Sxyh
Z(Xm X ) = Z(ym yh) »Syh Z_Z(th _Xh)(th _yh)1bh =2
Ny =2 Ny =2 nh_lj:l Sin
Assuming that X, is known Vh=12,....,L.The proposed generalized estimator ?gs for estimating the

population mean Y of the study variable is given by

PO _ (L1)
Z {th W, +b( _Xh)}
A2
where W, =O-—X2h and g(W, ) is such thatg(W,)=1 at w, =1, is a function of w; satisfying the following
O-xh
conditions.

1. whatever be the sample chosenw, assumes values in the bounded closed interval ‘I’ of the real line
containing the point unity

2. Inthe interval ‘I’ the function g (W, ) is continuous and bounded.

3. The first, second and third order derivatives of g(W,) exist and are continuous.

Strata means X, and strata variances o2, of the auxiliary variables x are assumed to be known. It should be

noted that for g(v‘vh):l the proposed generalized estimator reduces to the separate linear regression estimator

given by

-— L -— v3a fra—

Yirs =th{yh +bh(xh —X, )} (1.2)

i=

>

I1. Bias And Mean Square Error of the Proposed Estimator
Expanding g (v‘vh) about the point w, =1 in the third order taylor’s series from (1.1)

_ hzvv [yh {g (1)+(w, 1) g'(1) + (th‘ !1) 0"(1)+ (th‘!l) 0" (w; )}mh (X, ~% )] 2.1)

where w; =1+6(w, —1);0<6@ <1 and ¢ may depend on w; g'(l),g”(l),g”’(w;) denotes first second and

third order partial derivatives of g(W,) at points w=1,1, w" respectively.
Let

Vi -Y =€y Xy — X =€ S _Sxyh = €01 S _S><2h
E(e,,) =E(e,,) =E(e,,) =E(ey,) =E(e,,)=0;Vh=12,....L
Now, from (5.2.1), we have

2 _ A2 2 _
=€+ 05y —Oyy =€y

€,.€ .
Y, + & +9'(1)Y, [am +?‘:‘“0}:J e 4 g"(1)Y,

eZh e3h
B, (l+ s, ](l_sfh_'_ ...... J(—elh)
Y. +e,) g(1)+ei‘g’(1)+ € g9"(1)+ & g’"(w*)
L oo O'fh ZUfh 60‘fh
YgS = th o o a
=1
+8, {1+ SAJ(HSLX{J (&)

xyh

DOI: 10.9790/5728-1301035963 www.iosrjournals.org 60 | Page



AGeneralised Class of Unbiased Seperate Regression Type Estimator under Stratified Random

>

_<
&Mr

- € €yl e’ - €8 €
Y, +e, +9'(1)Y, 4oz L S g"(1)Y. + S | —e, ——hT2h g hsh L
{ "0 ( ) [O-jh Y, O-xhj Zafh : ( ) " ﬂh( o S th J}

xyh
(2.2)
Let the sample size be so large that |g |, i=0,1,2,3,4; Vh =1,2,......, L ;becomes so small that terms of e;s having
powers greater than two may be neglected.
PO S Enea) o 9 (WE(EH) | (Eeuen) Elenes)
EY — WY+!1 0h™~4h +Y h=3h/ h™~2h
( gS) Jzzl: h{ "o ( ) zeh " zo-::h & Sx2h Sxyh
Using the results given in Sukhatme and Sukhatme (1997) and proved in appendix
1 1 1 1
E(eyney) = [n_h_N_hj%om Elenen) = {n_h_N_hjﬂzlh
1 1 1 1
SCHES (E_N_hJ/uﬂh'E(efh): [E_N_hJ(ﬂaoh _/Jzzoh );Vh =12,..L
we have,
va N va 1 1 g'(l)/uzlh Y_hg,(l) 2 Hy H
EY)=) W, |Y, +| ——— + - + 4, | 2 L2 2.3
(Yes) hZ:;, h|: h (nh Nhj{ o2 25" (:u4oh /120h) B, s2 Sy (233)

showing that Yigs is a biased estimator of population mean Y and its bias is given by

B(Y,,) = E(Y,5) -,

~ L ' (24)
B(Yys) = ;Wh l:[% - Nihj{ s (i){‘zm hzg Ehl) (1u40h ~ Hon ) + B, {?%h - %J}}

xyh

The mean square error of \?gs is given by

MSE(Ygs) E(Yes {ZW (eoh+g ( )_ zh _ﬂheth }
On

]

(Using (5.2.2) to the first order of approximation)

’ 272

9'(1)Y, g
. L E(egh)"'E{ (0)2 - eih}"'E(ﬁhZelzh)"'z hO_ ( )E(eohe4h)
MSE(Y_QS) — th xh ' B xh

= g'(DY,5,
_zﬁh E (eOhelh) -2 0_2 E(elhe4h)

xh

Substituting the following results given in Sukhatme and Sukhatme (1997) and proved in appendix

E(egh) [nl_N_JSSh’ E(efh) = [i_ij szh' E(eohelh) :(i_ijsxyh

h h r.]h Nh nh Nh

E(ejh) = [i_iJ(ﬂwh _:u220h ), E(egesn) = [i_ij Horn

n N, n, N,

1 1
E(elhEAh) = (n——N—jﬂgOh,Vh :1, 2,...., L

h h
we have

{gr 1 }ZY_Z
1 Sy2h +%-(ﬂ4ch _/u220h)+ﬁh28x2h
_ (2.5)
[ n, Nh] 29'()Y, 5,

5 Hun — 23, xwh > Haon
O-xh xh

X »

MSE (Vs ) - >w,

j=1

(2.5) is minimum when
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_ (ﬁh:uZOh _ﬂzm)

g'(1)Y,
( ) " (ﬂ40h_ﬂ220h)

Lo VN=1,2,...., L (2.6)

and the minimum mean square error of VQS is given by

. L 3 2
MSE(Y,) =Dw, (l_ij{(l_pf)sgh _M}
opt  j=1 n, N,

(,U40h _,UZOh)

MSE(?QS) -Sw, [——N—]{(l- p2)S2 _M} 2.7)

opt 3 h Haon (ﬂZh -1

I11. Optimum Allocation With The Proposed Class

L
Consider the cost functionC =C, +Zchnh , Where C, is the fixed cost and c, be the cost of drawing per unit
h=1

sample within h™ stratum respectively, we have

~ L \W? - 2

vV (YgS ) = Z_h (1_ph2 ) S;h _ (ﬁhﬂaoh ﬂzm) (3.1)
min 57 My ( Haon ﬂzoh)

we wish to choose n, such that V (\793) ~ is further least for the fixed cost. To achieve this objective, we apply

the Lagrange’s method of multipliers for maxima and minima. Accordingly, we define

¢=v(ﬂs)mm+z£ichnh—c:+co) 3.2)

where 4 is a constant, known as Lagrange’s multiplier.
Differentiating (5.3.2) with respect to n, and then equating it to zero, we get

2 B 2
_Vlg(i_ij{(l_phz)syzh_(:Bh;uaor] ﬂzm) }+ﬂch -0

n, N, Hoon (ﬂzh _1)

1
_ 22
or n = 1 W, {(l—phz)sih_M} “Yh=12..L

A \/a Haon (ﬂzh _1)

Summing over all strata we have

1
1o W 2\ 2 ﬁh:u30h /u21h 2 z

n=— —<(1-p,")S; — (3.4)
22 ﬁ{( )

Taking ratio of (5.3.3) and (5.3. 4) we obtain

2 :Bhﬂsoh 1u21h
S
\/_ \/a {( ) Haon ﬁzh

n, = —vh=12,...,L (3.5)

2
z ( z)sz (ﬂh:uSOh ;U21h) :
h
J—l «f g ﬂzOh (IBZh _1)
When cost of drawing per unit sample is same in each stratum, (5.3.5)
reduces to:

1
Do — Mo )2 2
W, < (1-p 2)g2 _(—
h{( " ) " ﬂ220h (ﬂzh _1)

(3.3)

n,=n

vh=12,...,L (3.6)

N 2\ a2 (ﬂh:u30h ~ Hoan )2 :
W_<(1- SZ — 2 =t S
; " {( & ) " /1220h (ﬂZh _1)
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Substituting the value from (5.3.6) in (5.3.1) we have
1 2
2

(ﬂh:uSOh — Mo )2

=V 3.7
/'1220h (:BZh _1) » ) G0

o 1&
V(Ygs)_ == W, 1(1-p,)S5 -
minopt N4

IV. Concluding Remarks
The mean square error of the separate linear regression estimator is given by

_ L 1 1
MSE(Fore) = 3 W2 (———j(l—pﬁ)s;h @)
h=1 n Nh

h

Also the minimum mean square error of the proposed generalized regression type estimator Y_é,S is given by

Vi - 1 1 (ﬁh:‘%oh — Mot )2

MSE(Y ) =y W? [———j 1-p7)S2 — =0 2 (4.2)
** Jrin hz;‘ n N, ( ) ’ ,U220h (ﬂzh _1)

Therefore the proposed generalized class of estimators YlgS may be preferred to the separate linear regression

estimator, separate ratio estimator, separate product estimator and the usual stratified sample mean in the sense

of smaller mean square error. Further the parameter involved &, may be estimated by the corresponding sample

value in order to get a class of estimators depending upon estimated optimum value.

- W, S
The variance of stratified sample mean Y, under Neyman allocation n, = nLh—yh
thsyh
h=1
1(< ’
Is given byV (751 )Ney = —(ZWhSyhj (ignoring f.p.c) (4.3)
N\

It is evident that V,, is always smaller than V(Vst)Ney except for the case when p, =0 and £ 14y, = tby
simultaneously.
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