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ABSTRACT: The present theory a consistent estimators of the parameters of stationary Gaussian statistical
structures in Hilbert space of measures can be used, for example, in the reliability predication of different
engineering designs. In the paper there are discussed Gaussian stationary statistical

structures {E,S,ui,i S I}in Hilbert space of measures. We prove necessary and sufficient conditions for
existence of such estimators in Hilbert space of measures.
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I.  Introduction
Let there is given (E, S)measurable space and on this space there given {,ui Jdel } family of probability

measures definided on S, the I set of parameters.
Let bring some definition (see [1]-[11]).

Definition 1. A statistical structure is called object {E, S, His iel } where | € | some parameter associated
with probability measure {/Ji Jdel }, I set of parameters.
Definition 2. A statistical structure {E, S,u,iel }is called orthogonal (singular) if £ and p;are
orthogonal foreach 1 = |, iel, jel.
Definition 3. A statistical structure {E, S, u,i€ |} is called weakly separable if there exists family S-
measurable sets {Xi Jdel } such that relations are fulfilled:
(Vi)vifiel &je |):>ui(x,.)={1’ Ti=1
0, ifi#]
Definition 4. A statistical structure {E, S, i, iel }is called separable if there exist family S-measurable
sets {Xi Jdel } such that relation is fulfilled:
N . Lif i=]

1. (Vifvj)iel&jel)= ﬂi(xj)={o’ fiv]

2. (Vi)viliel &jel)=card(X,nX,)<c,
where c denotes power continuum.
Definition 5. A statistical structure {E, S, s iel }is called strongly separable if there exists disjoint family
S-measurable sets {Xi Jdel } such that the relation are fulfilled: (Vi )(Vj) —> L (Xi ) =1.

Remark 1. A strong separable there follows weakly separable. From separable follows weakly separable.
From weakly separable there follows orthogonal but not vice versa. (see [1]-[4])

Example 1. Let E =[0,1]><[0, ] and S be Borel O -algebra of parts of E. Take the S-measurable
sets X; = {(X; y]O <x<1 y=i, i€ (0,1]}.

Let |, i€ (0,1] be are linear Lebesgue probability measures on X;, 1€ (0,1] and |, Lebesgue plane
probability measures on E = [O,l]x [0,1]. Then the statistical structure {E, S,l.,ie [0,1]} is orthogonal,

but not weakly separable.
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Remark 2. Z. Zerekidze proved in ZF theory (see [8]) for the statistical structure M = {E, S, 1€ N}

where N set at natural numbers, orthogonality, weak separability, separability and strong separability
equivalent concepts.
Let be I set of parameters and B(I) O -algebra of subsets of I which contains all finite subsets I.

Definition 6. A statistical structure {E,S, J7R RS |} will be said to admit a consistent estimators of

parameter 1€ | if there exists at least one measurable map O : (E, S) - (| , B(l )) such that
ai{(x:6(x)=i}=1 Viel.
We denote by £Z, be completion of measures £;and dOMZZ the O -algebra of all measurable subsets of E.
The Definite 6 is conducted Z. Zerekidze.
Let M “ be a real linear space of all alternating finite measures on S.
Definite 7.A lineal subset M,; © M 7 s called a Hilbert space of measures if:

1) One can introduce on M, a scale product (u,v), 1, v € M, is the Hilbert space and every

mutually singular measures 4 and Vv, v €M, the scale product (,u, V) =0;
2) fveM,and | f (X) <1then v; (A) = j f (X)V(dX) € M, where f (X) is S-measurable real

A
function and (Vf V¢ )S (V,V);

3) If VnEMH, Vn>0, Vn(E)<+OO, n=12,... and 1% ~L0 then for

n

anyu €M, im(vn,y)=0.

N—o0
Remark 3.The definition ans construction of the Hilbert space of measures is studied Z. Zerakidze (see[7]).
Remark 4. A. Skorokhod was introduced definition a consistent estimators of parameters (see [1]).

Definition 8. A statistical structure {E,S, ui,i IS |}will be said to admit a consistent estimators of
parameters | € | if there exists measurable map o Z(E, S) —> (| ) B(| )) such

that £ {X 10 (X) = i} =1, Viel. From this definition 8 follows that if statistical structure
{E, S, e |}admitting a consistent estimators of parameter | € |, the it is clear that this statistical

structure is strongly separable, but not vice versa (see [6]).

Z. Zerakidze constructed example (see [6]) that there is a strongly separable statistical structure which have
no consistent estimators. From definition 8 it can be illustrated by the following example.

Example 2. Let R denote a numerical axis. Let B(R)be an usual Borel 0" -algebra at this axis. Hence we shall

consider a measurable space (R, B(R)). Define a famile of Borel probability measures (,ux )XER on B(R),
Let f : R —> R denote some bijective into mapping at the axis R which is Borel non-measurable. Then, as

we know, the inverse mapping f ™ will also be Borel non-measurable. For every point X € R put

(X) {1’ it fx)e X here X hrough th lgebra B(R). In oth ds, th
y75 = ) where passes through the O -algebra . In other words, the
0, if f(x)eX

measure £/, coincides with the Borel measure of Dirac, which is concentrated at the point f (X) It can be

easily seen that the statistical structure {R, B(R), M, XE R}is strongly separable, we can show that this

statistical structure has no consistent estimator. From definition 8 assume the opposite: let g be a consistent
estimator for the statistical structure. Then £, ({y g (y) = X}) =1 ¥xeR

The last equality means that f(X)E{yI g(y)=x} Hence, we have g(f(x))=x, VX € R. This
immediately implies that Q = f "and thus, the mapping is Borel non-measurable. This contradiction

shows that no consistent estimator exists for the statistical structure {R, B(R), M X E R} from definition

8.
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Il.  The Consistent Estimators
In our work we will use definition 6.

Let & (t, W) =Q (t)+ A(t, a)), teT R, Viel Gaussian real stationary processes, where T be closed
bounded subset of R. with zero means E(A(t,a)))=0, E(&(t,w)=0Q, (t), teT, Vieland
correlation function E(A(t,a))A(k,a)))= R(t — k.) Let {/JQi el }, cardl =C be the corresponding
probability measures given on S and (ﬂ,), A€R, Viel be spectral densities such that relations are

fulfilled: (1+ x )_N.ki <f(1)<C, (l—ﬂz )_N, i€l where k; and C,, i€ | are positive constants.

We shall assume that the functions itself or its derivatives satisfies conditions:
—+o0
[lem@fdt=co viel m=012...n

Then the corresponding probability measures fi (t) and 4, (t) are pairwise orthogonal Vi, j €| (see
! )

[5], [11]) and {E, S, He iel }, cardl = C are Gaussian orthogonal stationary statistical structures.

Next, we consider S-measurable g, (X), Vie | functions, such that Z“Qi (XX2 Ho, (dX) <

Il E
where |, | a countable subsets in I. Let M, the set measures defined by formula
Zj‘g /JQ dX define a scalar product by formula Z _[g ,uQ dX)
iel; g iel;nl,

where |, |, I, = | acountable subsets in L.
1. We willshow M, is Hilbert space
Let l//n ZJ-g yQ dX
iel, B

Where |, |, n=12,... a countable subsets in I and Y/, is fundament sequence in M . Let

= U In, cardl’ <c. So the Gaussian orthogonal statistical structure {E,S, 'LlQi’i IS |}, is strongly
n=1

separable statistical structure (see remark 2) then instead of this functions ¢’ (X) we take functions

9/ (X)I, (x) (C NC; = D), then v, (B)= > [97(X)q (dx). ¥neN.

iel’ BNC;

Let g (x)=>"07(x), 2.(dx)="" st (dx)

iel’ iel’

It is clear, that

v = wal” < [lor ()= g () 220 ().
As well as LZ(,LI,,) space is complete space, then exists such function g,,(x), that
Ig,z ,u, (dx) < oo, Hg” —g,(x )(Z,u,(dx)—wso, n — oo.
Let l//n ng ,uQ dX) ||1//n —1//||—>O, n — oo,
iel' B
. 1t v(B ng )i, (dX),  then v, (B)= f (xv(dx) Z_[ X)to, (dX),  and so
icly B icly B
| f(x) <1 then (Vv Z_ﬂ ), (x)° 4 (dx) _Z“gi (x) g, (dx) = (v, v)
iely icly
3. LetV= ng ,LlQ dX) U= ZI /JQ dX and u L V.
icly iel,
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Lifi=j .. o
Letl, = I, U1, and ﬂoi(cj): 0 if in] i,jel,CNC, =D i=]j. As
V9iu= Zgi(x) f, (X)=Oalmost everywhere with respect /£, and
iely
(v, )= IZQ :UQ (dx) =0
iel,
4. Let VEMH,Vn>0V~LO V( )<OO,then if

ng yQ dX e M,,, ¥ne N canbe considered g" 0 and

iel,

Zj.g ,UQ dX

iel' B iel’

1 ,uQ (dx)and (v,,1)— 0.

We will show that M, is Hilbert space of measures. The following theorem has also been proved in this

paper (see [7]).
Theorem 1. Let M, is Hilbert space of measures and M, is the straight sum of Hilbert spaces

Hz(ﬂQi )Jso My, = gHz(ﬂQ. ).

where H Z(IUQi ), is the family of measures V(A) = I f (X)/uQi (dX), VAeSS, that “ f (szluQi (dX) < 4o

A

1
2
and M = (1700 i @0)F
Th 2.Let M, =®H ,
eorem 2. Le w=4 2(IUQ. )
Be a Hilbert space of measures. E be the complete separable metric space. S be the borel 0 -algebra in E and

cardl <2%. Then in the theory (ZFC)&(MA) the Gaussian stationary orthogonal statistical structures

{E, S, g1 € |}, admits a consistent estimators of parameters | € | if and only if the correspondence
f <>y, given by the equality j X)\/ dX)— (Wf, ), VYveM, be one-to-one. Denote by

F= F(M ) the set of real functions f for which = j yQ (dX) is defined Vi, € My,
E

Proof. Necessity. The existence of a consistent estimator & :(E,S)—> (I,B(1)) of the parameter Q, € |
implies that (Vi )i € | = z({x: 5(x)=Q})=1)

Setting X; = {X: 5(X)=Q} for i el ,we get:

1) I (X)) = (x:6() =Q})=1foriel;

2) Xo, MXq, =Dfor  all  different  parameters Q, and  Q, from 1
because (XQ {X 5(X) }) ({X : 5(X)= Qi2 }z )(Qi2 )z ¥

3) J Xq, =(x:6(0)=1})=E.

iel

Therefore a statistical structure {E, S, My, e |} is strongly separable, so there exists S-measurable sets
(X ) Lifi=j
{XQi }iel such that fi, Q)= 0.if i £ |

Let function | (X)E F be corresponded with i, € Hz(,uQi )

Then J. | ,UQ dX J. I X Xo Mo, (dX) = (/UQi v Mo, )
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Let function qu (x) = fl(X).lxg1 (X) be corresponded with W, € HZ(,uQi) Then any

Y, e H 2 /‘Qi ) J. fl,,l X)‘/’z (X)ﬂQ, (dX) = I fl(X) f, (X)I - (X)IUQi (dX) = J. fl(x) f, (X)/UQi (dX) = (‘//1’ ¥, )

Let function f Zg e F be corresponded with the measure Ve M, with the

el

following from V= ZI 9i(X) g (dx),  then Vv, e M.V, = ZJ. g; yQ (dX) we  have

el iely

_[ (x v, (dx)= j Zg ,UQI (dx)= ng ,UQ (dx) = (v, v),

iely Nl iel; Nl
From the proven theorem it follows that the above-indicated correspondence puts some function
fc F(M H ) into correspondence to each ¥, € M, If in F(M H )We identify the functions coinciding

with respect to the measure {,uQi Jdel } then the correspondence will be bijective.

So the necessity is proved.

Sufficiency. Let f < F(M,,) is corresponded with 4o, € My, for which [ f () (dX) = (g, 41, )
then U Mo, €My, we have
[/ o (et (0) = (ptq o, ) = [ 1,00 £, 00t (@) = [ £, (0 fz(x)uq (6x),

So fo = f; for almost with respect to measure f, every and fg )>0, I fe le(dX)< +00,

If ,uQ dX then J. fo (X o, (dX)= (ﬂQ. : ,qu)= 0 Vi=]. On other
Ha, (E —Xq )=0, X = i fe, (x)> o}

Lifi=] .
Hence it follows that Hq (XQJ- ): {0 i€ i ., the statistical structure {E,S, Ho 1€ |}is weakly
' Jfi# ] i
separable. Represent {/JQI e |}, cardl <2*° as an inductive sequence Ho, < @;, where @ denotes

the first ordinal number of the power of the set L.

Sense the statistical structure {E, S, Mg, » iel } is weakly separable, there exists a family S-measurable sets

L= i [0;0,)
Ofizj o T

We define @, sequence of parts ZQi of the space E so that the following relations are fulfilled:

{X o 1€l } such that the following are fulfilled: £/, (X Q, )= {

1) ZQi is Bozel subset in E for all | < @;;
2) ZQi C XQi forall i < ay;
3) ZQﬁZQjZQforalli<a)1,j<a)1,i¢j
Y 1, (2 )=1torall i <y
Assume that ZQo = XQo . Let further the partial sequence {ZQJ }jd be already defined for I <@, . It is

clear, that 'U*[U ZQ'} =0 (see [4]). Thus there exists a Borel subset Y, i of the space E such that the
j<i
following relations are valid: UZQJ Y, and ,u(YQi )= 0 Assume Z, =X, —Yq , thereby the @
j<i

sequence of {ZQi }k disjunctive measurable subsets of space E is constructed. Therefore £, (Z ) 1 for

alli<a)1.
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A statistical structure {E, St s €l }, cardl <2% is strongly separated there exists a family {Z }

iel
of elements of O -algebra S, = ﬂdom(ﬁq ) such that:
iel

L Ty (24 )=1 viel
2. ZQ M ZQ_ = (D for all different parameters i and j for I;
d i

3. |Jzq =E.

il

For Xe E, we put5(X)=Q-

i

where Q.

. is unique parameter from the set I for which X € ZQi . The

existence of such a unique parameter I can be proved by using conditions (2),(3).

Nowlet Y € B(| ) Then {X : 5(X) EY}Z UZQ1 . We have to show that {X : 5(X)EY}= dom(ﬁQiO ) for

ieY
each Q €.
If Q €Y then {X 5 UZQ. = ZQ.O v Zy | dom(ﬁQio )
= ieY -1Q, |
On the other hand, the validity of the condition Z, | (E —Zy ) implies that
ieY Q| 0
Ho, Z, | =0. The latter equality yields that Z, |€ dom(ﬁQi )
ey S Q) ieY Q| 0
Since dom(ﬁ% ) is O -algebra, we deduce that {X : 5(X) eY } = ZQio U ! QZ}Qi € dom(ﬁQlo )
€Y —1Qp
If Q, Y, then {X 5( UZ o € E- Z and we claim that ﬁQiD({XZ5(X)€Y})=0. The

ieY
letter relation implies that {X e (X) € Y} € dom(ﬁQio )

Thus we have shown the validity of the condition {X : 5(X) eY } € dOfT‘I(,l_JQio ) for any arbitrary Q;; €
Hence {X 5( ﬂdom(yQ )= S, we have shown that the mapJ: (E,S)—)(| , B(| )) is

iel

measurable map.
Since B(I) contains all singletons of I, we claim that (VI)( lel = mg {X 5(x)=0Q, })= Hey (ZQi )= 1

Theorem 2 is proved.
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