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Abstract: In recent years, security concerns have grown tremendously, necessitating extremely secure picture 

transmission. Image encryption based on chaos is gaining popularity as a more safe and stable method of 

securing images than previous encryption methods.. As a result, new chaotic dynamical systems with more 

advanced characteristics and models are being developed for this purpose. To investigate and analyze their 

complexity, they are subjected to various chaos detection techniques. This study looks at the frequency and 

effectiveness of chaos experiments performed on 18 discrete chaotic systems.  As a result, three key facts must 

be understood. The emerging system must first be carefully analyzed using a suitable chaos detection method. 

Second, a system's chaotic and quasi regions must be represented in their complete. Third, the chaos's strength 

must be considered. These studies are essential for developing a highly secure nonlinear key for an attack-

resistant encryption scheme. 
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I. INTRODUCTION 
With the huge rise of communications systems, data leakage happens in an incredible stream during 

network storage and communication. Most network users are now aware of the effects of information leaking [1, 

2]. One of the primary concerns in multimedia communication is the secure storage and transmission of digital 

images [3, 4]. Three methods for protecting digital data from unwanted access and criminal use include 

cryptography, steganography, and watermarking [5, 6, 7]. Cryptography is one of these, and it plays an 

important role in enabling highly secure communication over an unsafe channel. Stream cyphers and block 

cyphers are two types of cryptographic algorithms. Stream cyphers encrypt digital data bit by bit with a secret 

key generator, whereas block cyphers encrypt blocks of bits. Image security is generally handled using various 

cryptographic techniques that convert messages to be transmitted into an unreadable and unintelligent form by 

encryption process, so that only authorized persons can correctly recover the information by decryption process, 

and is widely recognized as the best method of information protection and image security. Conventional 

cryptographic techniques like (AES), (DES), International Data Encryption Algorithm (IDEA), Rivest-Shamir-

Adleman (RSA) algorithm, ElGamal algorithm are primarily designed for text and have been effective solutions 

to the information security problems. However, they are found not suitable for encrypting images due to the 

following three reasons: (i) Because images are always very huge in size, encrypting them using traditional 

methods takes longer., (ii) A encrypted image does not have to be identical to the original image; in fact, due to 

human perception properties and the great redundancy of image data, a decrypted image with minor distortion is 

frequently acceptable to the eyes.(iii) The contents of digital images are closely connected, and previous 

approaches do not take advantage of this fact, reducing the encryption efficiency. Various image encryption and 

concealing systems have been developed to increase the efficiency and security  image encryption methods. 

Among these schemes, the chaos based encryption schemes got the attention of many researchers because of its 

interesting properties, which include: determinism and ergodicity, sensitivity to the initial condition and control 

factors. Table I shows the differences between chaos-based systems and conventions algorithms.. 

The rest of this paper is organized as follows: Section II will provide a review of the literature on 

chaos-based image cryptographic algorithms. The classes of maps and their characteristics are explained in 

section III. A relatively short study of chaos identification experiments is presented in section VI. We give a 

thorough list of commonly used maps in image coding in section V. Furthermore, "Discussion" examines the 

frequency of chaos detection approaches used for reviewing the novel chaotic maps nonlinear dynamic 
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properties. The need of adopting an appropriate chaos detection Algorithm to establish completely chaotic 

behaviuor in new dynamic systems is highlighted at the end of the review paper. 

 

Table1: Difference between chaotic system & Cryptographic system 
Systems in chaos Cryptographic algorithms 

-Phase space set of numbers  
-Iterations 

-Parameters 

-Phase space finite set of integers  
-Rounds 

-key 

Sensitive to parameters and initial conditions.  Diffuse. 

 

II. LITERATURE REVIEW 
This section examines a variety of survey papers on the issue of Chaos-based image encryption schemes. To 

draw attention to the evolution and challenges of the chaos-based cryptographic system. Several literature 

studies have been conducted over time, some of which are listed in the table2. 

 

Table2: Review Of Chaos-Based Image Encryption algorithm literature 
a survey Headline 

1. Li et al. [8] 

 
A review of images cryptography algorithms was presented in 2018.. 
The issues of designing and analyzing image encryption algorithms are discussed. 

2.Chapter 1: A Survey 
on Chaos Based 

Image Encryption 

Techniques[9] 

An examination of image encryption schemes based on chaos 
The advantages and disadvantages of using chaotic maps in image encryption 

3. Kamal et al. [9] 

Chapter 2: An assessment of chaotic 

maps for encrypted images 

The reliability of chaotic map-based encryption techniques is examined. PSNR, NPCR, 

UACI, correlation coefficient, computing time, and entropy are among the performance 

measures examined. 

4. Younes et al. [10] An study of several image encrypting algorithms 

5.Sharma et, al. [11] Encryption of images in the spatial and frequency domain: a review of the literature 

6.Suneja et al. [12] Significant security evaluations 

Comparing and studying chaotic maps 

7.Ozkaynak [13] 

 
Chaos-based image encryption is compared and classified. 
Features of a chaos-based encrypted images 

 

Because of the inherent properties of chaos, the survey found that image encryption with chaos is the most 

desirable method for encrypting an image (see Table 2). 

To demonstrate and establish the strength of chaos-based cryptosystems (GVD), the authors used performance 

measures such as key space analysis, key sensitivity analysis, (PSNR), (UACI), statistical attack analysis, net 

pixel change ratio (NPCR), information entropy, and grey value difference[9]. 

As a result, the focus of this review paper is on reviewing some of the discrete chaotic maps that are often 

utilized in numerous publications, as well as the techniques for detecting chaos that are used to examine these 

maps. 

 

III. THE CHARACTERISTICS OF CHAOS 
A. Chaos's Characteristics 

Many important aspects characterize chaos, making it ideal for constructing a secure cryptosystem. It has been 

correlated with sensible initial conditions, non - linearity, determinism, ergodicity, non-periodicity, and 

unpredictable behavior [11, 27, 28]. 

 

Table3: Summarizes The Chaos Characteristics 
Chaotic features Indicating 

Deterministic Mathematical equations can be used to represent and govern the 

process, and it can be handled quantitatively to some extent. 

Sensitive to initial conditions 
 

A simple modification in the starting condition has a significant impact 
on the output. 

Non-linear  The output has no direct relationship with the input. 

Non-periodicity  The technique makes random results.. 

Unpredictable  The cumulative impact of many contacts produces an unpredictable 
outcome. 

Ergodicity The model's long-term average predictions is possible. 

 

B. Classification of Chaos 

Both the discrete computation and the continuous chaos system are chaotic processes. Iterative 

equations are used to construct dynamical systems with discrete domain. They're called "chaotic maps". One-

dimensional and multi-dimensional maps are the two types of maps available. The coupled map lattice (CML) is 
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a new type of chaotic map that was created to address chaotic maps' restricted and discontinuous range [17, 

18].Continuous-time dynamical systems are also governed by differential equations. They're called chaotic 

systems since they appear in three or more dimensions[19], It will be discussed in detail in another study. 

Figure1 shows the chaotic nonlinear dynamical system classifications. 

 

  
Fig1 Chaotic nonlinear dynamical system classification 

 

IV. CHAOS DETECTION TECHNIQUES 
Chaos theorists have proposed numerous chaos detection algorithms that review the dynamic system's behaviour 

in multiple dimensions [20]. They have a crucial role in defining the level of confusion in chaotic systems.. 

These chaotic experiments find use within biology, physics, economics,  meteorology,  social psychology and, 

instrumentation, among other areas. This section covers some chaos detection algorithms, as well as the 

approach and the necessity of using them. 

A. Lyapunov Exponent(LE) 

The Lyapunov exponent is a measure of how sensitive and predictable a dynamic system is to change in its 

initial condition[21]. It is mathematically compute the mean logarithmic rate of distance or convergence of two 

neighbouring pair of point time series Xt and Yt divided by an initial range ∆R0 =  X0 − Y0 2. 

The following equation is used to determine the Lyapunov exponent: 

𝜆 = 𝑙𝑖𝑚
1

𝑛
 𝑙𝑛  

 ∆𝑅𝑖

 ∆𝑅0

 ,

𝑛

𝑖=1

                                                                                                            (1) 

Where 𝝀 is the Lyapunov exponent.There are n Lyapunov exponents in a chaotic system with n - dimensional 

space. A chaotic system is one that has a positive Lyapunov exponent. For integer-order dynamical systems with 

known equations, the Lyapunov exponent is often employed. This technique is ineffective for evaluating 

experimental results or a fractional-order dynamic system with an uncertain equation.In these kind of cases, 

space - time restructuring is required to estimate the Lyapunov exponent [22]. 

 

B. Bifurcation Diagram(BD)    

One of the most significant tools for studying the behaviour of a dynamic system is the bifurcation diagram. It's 

a crucial graphical tool for detecting system cycles as a function of system control parameters, from periodic to 

chaotic orbits. It plots the discrete map or continuous system control parameter against the steady state solution. 

The bifurcation diagram is important because it shows how a qualitative behaviour emerges suddenly as a 

parameter is modified. Bifurcation is a behaviour result of a change when two sets divide[23Because it is 

relatively easy to draw and detect the chaos and quasi domains that use this diagram, it is a common study 

approach for investigating dynamic systems. It can also be used to illustrate how the period doubling approach 

leads to chaos. However, because it is dependent on human vision's perceptiveness, its use takes time [20]. 

C. Three‑State Test (3ST) 

The (3ST) was created to diagnose the dynamic system's behavior qualitatively. Because it labels behaviour 

with one of three states: chaotic, semi, or periodic, Because it labels behaviour with one of three states: chaotic, 

semi, or periodic, it has been shown to be superior than existing chaos detection techniques. Furthermore, the 

bifurcation diagram is automated, as is the discovery of the period double approach to chaos [20].  The (3ST) is 

based on a data series pattern analysis. The data set investigates the distribution of system states as a function of 
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time. A regular signal is identified by a simple pattern that emerges at periodic intervals in the data series. After 

a lengthy period of observation, a quasi-periodic signal has a basic pattern that repeats repeatedly. The basic 

pattern cannot be identified in non-regular dynamics, and the period cannot be accurately stated.  Finally, the 

sensitivity index λ of the 3ST describes nature's dynamism of the chaotic map. The three states of λ are 

classified according to their sign, with λ = 0 indicating periodical signals , λ<0 indicating the presence of quasi 

periodic signals, and , λ > 0 indicating chaotic signals. Another noteworthy finding established by the 3ST is the 

time period's evaluation L. As a result, the 3ST generates two outputs: a cycle of periodical orbits L and a 

regularity index represented as: 

3𝑆𝑇 𝜑 𝑥  =  
𝐿

 𝜆(𝑛)
                                                                                                                                                               (2) 

As a result, the chaotic map's dynamic character as cyclic, semi, or chaotic has been confirmed, as well as other 

benefitsIt operates with set of data directly and does not require previous knowledge of the chaotic map's 

mathematical formulation. It is independent by the vector field's nature or dimensions. Furthermore, the 3ST has 

a cheap computational cost and is simple to implement when compared to the Lyapunov exponent .  Only 

discrete maps have been confirmed, and results for continuous time series data are currently being established, 

albeit they appear optimistic [20]. 

 

D. Sample- Entropy(SE) 

The samples entropy (SE) is a useful measure for describing chaotic sequence behaviour It is employed to 

estimate the unpredictability of a set of time-series data without knowing anything about the dynamic system 

that created it [24]. For a time series, SE [25] estimation  x1, x2, … , xn  of dimension N, template vector  

Xm i =  xi , xi+1, … , xi+m−1  of size, m and acceptance, religious tolerance r is achieved in the following 

eqn.(3). 

 

𝑆𝐸 𝑚, 𝑟, 𝑁 = −𝑙𝑜𝑔
𝐴

𝐵
,                                                            (3) 

Where A and B : are the number of vectors for 𝑑 𝑋𝑚+1,  𝑖 𝑋𝑚+1 𝑗  < 𝑟 𝑎𝑛𝑑 𝑑 𝑋𝑚  𝑖 , 𝑋𝑚  𝑗  <
r , respectively, and d 𝑋𝑚  𝑖 , 𝑋𝑚  𝑗   
𝑋𝑚  𝑖 𝑎𝑛𝑑𝑋𝑚  𝑗 are separated by the Chebyshev distance. A larger SE number indicates that there is more 

irregularity in the time series data, and thus greater complexity. 

 

E. Histogram (Hist) 

The histogram is a graphical depiction of a set of data distribution. It's a graph of a set of data vs its frequency of 

occurrence.. The histogram is a useful tool for detecting numerous phenomena in chaos dynamics. To illustrate 

the dynamical system's complexity, the histogram for phase space values created by the dynamic system is 

provided. The dynamical system's behaviour is periodic if only a few data are included in the histogram, and the 

trajectories are bound to restricted regions of the phase space [26]. Weak chaos is visible in an unequal 

distribution, making it subject to statistical attack. A histogram with an even distribution suggests that the 

likelihood of each space - time value occurring is uniform. As a result, value predictability is problematic. As a 

result, this denotes the presence of significant chaos [27]. As a result, the histogram is a fairly basic visual tool 

for understanding any system's dynamical behaviour  

F. -Kolmogorov Entropy(KE) 
A measure of a system's predictability is the Kolmogorov Entropy, often known as the Kolmogorov Sinai 

entropy(KS). Kolmogorov entropy K can be determined as long as two sites on the attractor are divided in space 

by within an insignificantly small length scale. For a big number of pair, this method yields K with high 

precision. K equals zero for a perfectly periodic, predictable system, whereas K is endlessly high for a stochastic 

system. In a system with deterministic chaos, K is a finite positive value.. As a result, the )KS( entropy predicts 

the chaotic and complex motion in the dynamical system [21, 28].  
G. Correlation Dimension(CD) 

The correlation -dimension is a fractal- dimension that depicts the spatial dimensions of a set of points.. It is a 

suitable .tool for 
determining the uniqueness of a dynamic system's attractor.The following equation is used to compute the 

correlation dimension: 

𝑑 = 𝑙𝑖𝑚
𝑟→∞

𝑙𝑖𝑚
𝑀→∞

𝑙𝑜𝑔𝐶𝑟(𝑟)

𝑙𝑜𝑔 𝑟
,                                                                                                                        (4) 

Where logCr(r)is defind as the correlation integral. A significant correlation dimension value indicates that the 

trajectories occupy more dimensional space. The correlation dimension is frequently used to demonstrate the 

strange nature of the complex, chaotic attractor [29, 30] 
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H. Phase Portrait(PP)  

It is critical to describe the behaviour of a dynamical system in phase space in order to handle its complexity and 

dynamics.  A set of rules defines this system, which maps a current condition into the future. Consider the 

dynamical system as a simple function f acting on a state space U. U is referred to as the phase space here. 

Iterates are obtained from the the given equation [26] given f: U→ U and an initial point x_0∈  U: 

 

𝑥𝑛+1 = 𝑓 𝑥𝑛   ,
𝑛 ∈  𝑁                                                                                                                                                                                 (5)  

 

Plottingx n   versus xn+1yields the phase portrait, which is used to analyze various discontinuous maps and 

continuous systems. However, in continuous systems, it is more typically used to investigate the attractor 

butterflies pattern. 

 

I. Time -Series Analysis(TS) 

The graphical evaluation of time- series data obtained by charting the dynamic system's data series against time 

is known as time- series analysis. It is a data analysis of a dynamical system that represents the characteristics of 

data series. The data's periodicities and complex are projected properties [21].  Time is viewed as distinct here, 

and the index i is used to label it.  The progress of the dynamical system is tracked by combining the time and 

space variables, which are written as (t_0,x_0),(t_1,f (x_0)),...,(t_n,f^n  (x_0)),... Time series data is a 

straightforward approach to detecting complexity both in discrete and continuous system dynamics. 

 

V. SURVEY OF DISCRETE CHAOTIC MAPS USED IN IMAGE ENCRYPTION 
Some of the most commonly used chaotic maps for the image encryption confusion and diffusion 

process are the Arnold's cat map, logistic map, sine map , Henon map  and tent map. Due to their small and 

discontinuous chaotic range, they are altered to provide a larger chaotic range than the actual seed maps.To 

construct new maps, add a nonlinear term, increase the number of dimensions, control settings, or couple seed 

maps.  This section contains a comprehensive collection of both traditional and adapted chaotic maps. 

A list of chaotic maps and their major characteristics can be found in Table 4. The adjusted maps are 

submitted to multiple chaos tests to identify nonlinear behaviour and verify the chaotic region.. The tests 

conducted to investigate the modified maps indicated in Table 4. The tick (*) symbol in Table V indicates the 

tests on the updated new chaotic map. The other empty columns in the table indicate that no tests on the altered 

map were performed. Table V illustrates the tests the authors used to analyse the maps generated. The most 

often used tests to analyse the behaviour of the map are the bifurcation diagram and the Lyapunov exponent. 

The bifurcation diagram and Lyapunov exponent are the most used chaos tests for analyzing the non-linear 

behaviuor of chaotic maps, as shown in Fig. 2. The bifurcation graphic shows fixed points, periodic orbits, and 

chaotic attractors for 96  % of chaotic maps under various control parameter values.  For 88 % of chaotic maps, 

the range of chaos is determined using the Lyapunov exponent, and it is the second most commonly employed 

test. Only 32% of chaotic maps with entropy of a sample are studied for their complexity. For just 28% of the 

chaotic maps, the geometric representation of their trajectories is shown in the phase plane with the phase 

portrait. Furthermore, only 16% of chaotic maps use the correlation dimension to estimate the fractal dimension, 

and only 12% of chaotic maps are statistically investigated using time- series analysis.Other chaos tests 

described are only employed in a small percentage of cases (less than 10%). For the examination of the 18 

chaotic maps chosen for inquiry, none of the authors considered(3ST).   

 

 
Fig.2 On new discrete chaotic maps, a survey of chaos detection algorithms was performed 
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VI. CONCLUSION 
A examination of chaos detecting methods employed to 18 discrete chaotic maps found that this paper 

did not give a full characterization of several modified chaotic maps. According to the results of the survey, the 

Lyapunov exponent and bifurcation diagram are the most well-liked for analyzing chaotic maps.Although these 

tests produce some interesting results, they do not provide a complete picture of the chaotic process's 

behaviour.Other tests are given less importance, such as (3ST) and various entropy tests. Insufficient and 

undetected understanding of the chaotic approach criteria and conditions may result from an incomplete 

investigation of a novel dynamic system. Although performing all of the tests on the chaoticprocess is not 

required, it is vital to select the right chaos detection approach and offer a comprehensive analysis of the chaotic 

process. As a conclusion, additional in-depth experimentation and study on new chaotic maps and systems is 

strongly encouraged and recommended in order to develop a safe, chaotic image encryption system that is 

resistant   to various attacks.      

 

Table 4.  listing of chaotic maps and their related number of dimensions, parameters, and chaotic range 
 

Maps of Chaos Formula in mathematics 
No of control 

Parameters 

No of 

dimensions 
Range of chaos 

1- Logistic map [43] 𝑥𝑛+1  =  𝑟𝑥𝑛(1 − 𝑥𝑛) 1 1 r ∈ [3.54, 4] 

2-Sine map [31, 25, 29] 𝑓𝑟 𝑥 = 𝑟 𝑠𝑖𝑛(𝜋𝑥) 1 1 r ∈ [0.87,1] 

3-Generalized logistic 

map [32, 33] 
𝑓 𝑥 =

4𝜇

1 + 4 𝜇2 − 1 𝑥(1 − 𝑥)
 1 1 𝜇∈ [−0.6795, 0.4324] 

4-Squared sine logistic 

map [34] 
𝑓 (𝑥)  =  𝑟𝑥(1 −  𝑥)  + 𝜇𝑠𝑖𝑛2  (2𝑥) 1 1 r ∈ [3.5, 6.5] 

5-Enhanced -sine map 
[29] 

𝑥𝑛+1  =  𝑠𝑖𝑛(𝜋𝜇 𝑠𝑖𝑛(𝜋𝑥𝑛))   𝜇 ∈ (0, +∞) 

6. Enhanced -logistic 

map [29] 
𝑥𝑛+1   =  𝑠𝑖𝑛(𝜋𝑎 𝑥𝑛(1 −  𝑥𝑛)) 1 1 𝑎 ∈ (0, +∞) 

7-Enhanced tent map 

[29] 
𝑥𝑛+1 =    

𝑠𝑖𝑛 𝜋𝑟 𝑥𝑖 𝑥𝑖 < 0.5   
𝑠𝑖𝑛⁡(𝜋𝑟 (1 − 𝑥𝑖))    𝑥𝑖 ≥ 0.5   

  1 1 𝑟 ∈ (0, +∞) 

8-Enhanced Henon map 

[29] 
 

𝑥𝑖+1 = 𝑠𝑖𝑛 𝜋(1 − 𝑎 𝑥𝑖
2 + 𝑦𝑖 

𝑦𝑖+1𝑠𝑖𝑛⁡(𝜋𝑏 𝑥𝑖)                                                          
  2 2 

𝑎 = 912 

𝑏 = 39 
 

 

9-Modified logistic 
chaotic map [35] 

𝑥𝑛+1 = 2𝛽 − 𝑥𝑖
2/𝛽 1 1 

[22] cryptanalyzed an 
infinite key space. 

10-Tent map [44] 𝒙𝒏+𝟏  =  
𝒓𝒙𝒏  ;        𝒙𝒏 <

𝟏

𝟐

𝒓𝒙𝒏 𝟏 − 𝒙𝒏  ; 𝒙𝒏 ≥ 
𝟏

𝟐

    r ∈ [0,2] 

11-(1D)- sine- powered 
chaotic map (1DSP) [25] 

𝑥𝑛+1 =  (𝑥𝑛(𝛼 +  1)) 𝑠𝑖𝑛(𝛽𝜋+𝑥𝑛 ) 2 1 𝛼∈ [2.5,4] 

12- Logistic-sine–cosine 

(LSC) map [36] 
𝑥𝑛+1 = 𝑐𝑜𝑠⁡(𝜋 4𝑟𝑥𝑛 1 − 𝑥𝑛 +  1 − 𝑟 𝑠𝑖𝑛 𝜋𝑥𝑛 − 0.5 ) 1 1 r ∈ [0,1] 

13-2D Hénon-Sine Map 

(2D-HSM) [45] 
 
𝑥𝑛+1 = (1 − 𝑎𝑠𝑖𝑛2 𝑥𝑛 + 𝑦𝑛)𝑚𝑜𝑑1,

𝑦𝑛+1 =    𝑏𝑥𝑛𝑚𝑜𝑑1,       
  2 2 

a ∈ (−∞, −0.71] ∪ 

[0.71, ∞), b = 0.7 

14-Sine-tent-cosine 

(STC) map [36] 
𝑥𝑛+1

 
 
 

 
 

𝑐𝑜𝑠⁡(𝜋(𝑟𝑠𝑖𝑛 𝜋𝑥𝑛 +

2 1 − 𝑟)𝑥𝑛 − 0.5 𝑥𝑛 < 0.5   

𝑐𝑜𝑠⁡(𝜋(𝑟𝑠𝑖𝑛 𝜋𝑥𝑛 +

2 1 − 𝑟)(1 − 𝑥𝑛) − 0.5 𝑥𝑛 ≥ 0.5   

  1 1 r ∈ [0,1] 

15-Tent-logistic-cosine 

(TLC)map [36] 

 
𝑥𝑛+1

 
 
 

 
 

𝑐𝑜𝑠⁡(𝜋(2𝑟𝑥𝑛 +                            

4 1 − 𝑟)𝑥𝑛(1 − 𝑥𝑛) − 0.5 𝑥𝑛 < 0.5   
𝑐𝑜𝑠⁡(𝜋(2(1 − 𝑥𝑛) +                 

4 1 − 𝑟)𝑥𝑛(1 − 𝑥𝑛) − 0.5  ) 𝑥𝑛 ≥ 0.5   

  1 1 r ∈ [0,1] 

16-Logistic-sine system 

[37] 

𝑥𝑛+1 =  𝑟𝑥𝑛(1−𝑥𝑛 + 

 4 − 𝑟 𝑠𝑖𝑛 𝜋𝑥𝑛 /4) mod1 
1 1 r ∈ [0,1] 

17- 2D logistic chaotic 

map [38] 

𝑥𝑛+1=𝑥𝑛𝑢1 1 − 𝑥𝑛 + 𝜆1𝑦1
2

𝑦𝑛+1=𝑦𝑛𝑢2 1 − 𝑦𝑛 + 𝜆2(𝑥𝑛
2 + 𝑥𝑛𝑦𝑛)

 2 2 

2.75 < 𝑢1 ≤ 3.4 

2.75 < 𝑢2 ≤ 3.45 

0.15 < 𝜆1 ≤ 0.21 

0.13 < 𝜆2 ≤ 0.15 

18-(4D)- chaotic map 
[39] 

X=p(eh)g 

Y=hf 
Z=bhe 

W=h 

6 4 

P+40, b=40 

h0=0:3. e0=0:3, 

f0=0:3,g0=0:3 

19-Modified logistic map 𝑧𝑛+1  = 𝜇𝑧𝑧𝑛(1 − 𝑧𝑛)(1 − 𝑧𝑛
2) 1 1 3.9 < 𝜇𝑧 ≤ 6.27 
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[40] 

20-Improved modified 

logistic map [41] 
𝑥𝑛+1  =  𝜇𝑥𝑛 1 − 𝑥𝑛 × 10𝑗  − 𝜇𝑥𝑛 1 − 𝑥𝑛 × 10𝑗  2 1 

0 ≤ 𝜇 ≤ 4 

2 ≤ 𝑗 ≤ 8 
 

21-Chaotic coupled sine 

map (CCSM) [42] 
=𝑥𝑛+1 = 𝛼 𝑠𝑖𝑛⁡(𝛽3𝜋𝑥𝑛) + (1 − 𝛼)(1- 𝑠𝑖𝑛⁡(𝛾3𝜋𝑥𝑛)(1 −
𝑥𝑛))) 

3 1 
𝛼∈ [0,1] 

𝛽, 𝛾 ∈ [8, 10] 

 

Table 5.  Chaos detection techniques performed on the novel discrete chaotic maps tabulated in Table 4. 
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