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Abstract 
In the manufacturing industry, the scheduling of tasks on a single machine with a common due date is a 

common problem faced by many manufacturers. The objective is to minimize the tardiness of the jobs that need 

to be completed by the due date. The study was aimed at exploring the single machine scheduling problem with 

a common due date and propose efficient solutions to solve it. The study reviewed relevant literature, analyze 

the problem characteristics, formulate a mathematical model, propose efficient algorithms, evaluate their 

performance, and compare them with existing methods to demonstrate their effectiveness. It is observed that 

among the schedules used to compare the sum of total earliness and tardiness costs in this study with optimal 

schedule of { J4, J6, J1, J2, J5, J3} gave a penalty of 90 days. Although the difference 10 days is not much but it 

can help to increase inventory level, causes losses owing to deterioration if the wrong optimal schedule is 

choose and in general indicate sub - optimal resource allocation and utilization. This study has been able to 

establish that the simple heuristic algorithm outlining the procedure for minimizing the sum total earliness and 

tardiness costs in an n-job single machine scheduling problem. We also established that scheduling problems 

arise from real-life situations and as such are very complex, and as such are very complex, and can be 

optimized with the most efficient algorithm manually or computationally. This study has also been able to 

establish that the order in which jobs are processed on each machine is the same and the number of feasible 

schedules is n!. 
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I. Introduction 
In today’s complex industrial world, many business problems that need to be solved or optimized are 

scheduling problems. A manufacturing firm producing multiple products, each requiring many different 

processes and machine facilities for completion must find a way to successfully manage resources in the most 

efficient way possible. The decision maker is faced with the problem of designing a production or job schedule 

that promotes on time delivery and minimizes objectives such as the flow time and completion time of a 

product. Due to the complexity of optimization as a result of objective constraints, some production firms 

consider all their customers to be of equal importance. 

For instance, suppose that there are a number of jobs to be processed and that one is for a customer of 

exceptional importance whose goodwill must be maintained at all costs. In this case, the firm is extremely likely 

to decide that his job should be rushed through and finished first, no matter the consequences or effect it will 

have on other jobs. Thus, a scheduling problem is complicated by precedence constraints. In general, this limit 

the choice of schedule by demanding that certain subsets of jobs is processed in a given order. There are many 

other practical scheduling problems which precedence constraints arise, but it will be sufficient to illustrate just 

two more here; first we consider a situation where any adjustment to a machine settings may require a 

substantial time to take effect; perhaps certain components need to warm up or cool down. In such a case, it 

makes sense to process together any group of jobs that require similar settings, because the change over-time 

between the jobs will be slight. 

Secondly, we consider the situation of a scheduling problem that involves a computer program. 

Suppose that one program produces an output file that a second requires an output file that a second requires as 

input data. Then, obviously the schedule must ensure; that the first is fully executed before the second is begun. 

Aside from scheduling problems with precedence continues, a frequently occurring scheduling problem is one 

gz processing a given number of jobs on a specific number of machines. This class gz problem also referred to 

by many as dispatching or sequencing is categorized as NP-hard. The desire to process the jobs in a specific 

order achieve some objective function is what creates a problem that remains largely unsolved. The actual 

situations that give rise to scheduling problems are wide and varied. This includes the following: Simple 

machine Scheduling problem, multiple machine scheduling problems and manpower scheduling problem. 

A general n jobs m machines scheduling problem can be stated as follows: 

ILAYA UFUOMA¹ and TSETIMI JONATHAN²



A Heuristic For M/M/1 Scheduling Problem With Common Due Date 

DOI: 10.9790/0661-2002015258                            www.iosrjournals.org                                                  53 | Page  

Given n jobs to be processed on m machines in the same technological order, the processing time of 

job i or machine j being tij (i =1, 2, …….., n; j = 1, 2, ……….., m), it is desired to find the order (schedule or 

sequence), which these n jobs should be processed on each of the m machines so as to optimize (minimize or 

maximize) a well-defined measure of some objectives (such as production cost, number gz late jobs, etc.) This 

problem in general is given (n!) as possible schedule. Even for problems as small as n = m = s, the number of 

possible schedules is so large that a direct enumeration is economically impossible. For n = s, and m = z, we 

have 1, 728, 000 possible schedules. 

However, for a simplified version where it is the same, that is, the number of jobs no matter how many 

is processed on a single machine making m = 1, we have the number of feasible schedules reduced to n!.Single 

machine scheduling problem bear complex computations and the analysis of such problems is important and for 

a better understanding of the problem. Among single machine problems those related to earliness and tardiness 

is more important. Completing jobs or task earlier than their due dates should be discouraged as much as 

completing jobs or tasks later than their due dates. In real world, since a customer expects to receive the product 

on a specific date, scheduling based on the due date is also an important task in the production planning. 

Earliness leads to inventory and maintenance carrying cost while tardiness leads to customer’s dissatisfaction 

and losing goodwill and reputations. 

 

II. Literature Review 
Job scheduling or sequencing has a wide variety of applications, from designing the product flow and 

order in a manufacturing facility to modeling queues in service industries (Vargas and Calvo, 2018). It is indeed 

a useful subject that is still being actively researched. Most researchers focused on special cases in which 

situational restrictions are imposed. Tsetimi (2013) showed that hybrid Heuristic approach to single machine 

scheduling problems using learning effect and precedence constraints. Cheng et al. (2004) studied a single 

machine due date assignment scheduling. 

In scheduling problem, as the numbers of jobs and   machines get larger, the number of possible 

schedules also increases. According to Nahmias (1997), for the n-jobs and m-machine problem, there are (n!)m 

possible schedule. For more than two machine scheduling problem, the problem becomes a NP-hard problem. 

(Gapta and Chauhan, 2015). According to Tsetimi (2010), the prefix NP which is a non-polynomial implies that 

the computational time involved is exponential rather than a polynomial function of the variables involved. He 

also went ahead to say that if the rate of change is non-polynomial as the variable involved becomes large, the 

problem is said to be NP. The problem is said to be NP-hand when all sequence available for the scheduling are 

so many that it would be impractical to enumerate the problem, and this has been a basis for development of 

heuristics. 

A heuristics approach is a procedure in which a set of rule is systematically applied. (Adam and Ebert, 

2003). According to Stevenson (2007), a heuristics is an intuitive approach that yields an optimal solution. 

According to Tsetimi (2010), heuristics often involves the application of elementary rules in order to achieve an 

optimal or sub optimal or a near optimal solution to the problem. The methods that seek to achieve a feasible 

solution close to the optimal in a reasonable computation time can be classified into heuristics and 

metaheuristics (Yenisey and Yagmahan, 2014). Pereira (2011) opined that the solution for problem using 

optimum method usually demand high computational time, making the search for optimal solution not viable. 

Tsetimi (2010), emphasizes the need for Heuristics, he pointed out one way of avoiding complete 

enumeration in scheduling is to developing a recursive solution by dynamic programming. In complete 

enumeration, the numbers of computation in these recursive solutions soon become too many and time 

consuming. Sometimes,  heuristics give solution that do not necessarily have to be close to optimal but they 

provide flexibility for the scheduler and give initial solution in a reasonable time. 

Generally in scheduling problems it is assumed that machines are continuously available over the 

planning horizon. However, this assumption may not be true in many practical situations (Azadehet al., 2013). 

For instance, a machine may not be available during the planning horizon due to maintenance activities, tool 

changes, or breakdowns. Since, machines require preventive and curative maintenance, operators take breaks, 

and worn out parts require changing. Not only managers are increasingly faced with the costs caused by the 

temporary unavailability of resources, but also they are constantly concerned with difficult decisions regarding 

balancing resources' unavailability and production (Yazdaniet al., 2016). 

 

III. Established Methods Of Solving Single Machine Scheduling Models Shortest Processing 

Time (Spt) 
The shortest processing time can be used to minimize the mean flow time in a single machine 

scheduling problem. Hence, the SPT rule can be used to solve any scheduling problem as long as the number of 

jobs or task is known and the processing time and due dates for each jobs is known. 
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Thus, in Tsetimi (2010), the SPT rule can be used to solve the 𝑛/1/𝐶⃑⃑⃑⃑ ,  𝑛/1/𝑊⃑⃑⃑⃑⃑⃑ , 𝑛/1/𝐿⃑⃑⃑⃑ ,  and 𝑛/1/𝑁⃑⃑⃑⃑  ⃑, 
classes of processing times. In the SPT rule if  𝑃𝑘

𝑖  is the processing time of the job that is processed kth in the 

processing sequence, then we can sequence the jobs such that, 

𝑃1
𝑖 ≤ 𝑃2

𝑖 ≤ 𝑃3
𝑖 ≤ 𝑃4

𝑖 ≤ ⋯ ≤ 𝑃𝑛
𝑖  

 

Earliest Due Date 

The Earliest Due Date (EDD) Scheduling rule can be used to solve the 𝑛/1/ Lmax and 𝑛/1/ Tmax 

classes of scheduling problems. To use the EDD rule, we can make use of the following steps. 

1. Define Job Data: For each job, identify it’s processing time and due date 

2. Sort Jobs: Arrange the jobs in ascending order based on their due date. Jobs with the earliest 

due dates come first. 

3. Schedule Jobs: Execute or schedule the jobs in the order determined by the sorted list in step 

2, start with the job having the earliest due date. 

4. Completion Time Calculation: Calculate the completion time for each job. The completion 

time is the sum of the processing times of all previously scheduled jobs and the processing times of the current 

job. 

5 Evaluate Performance: Assess the performance of the schedule based on criteria such as total 

completion times or total tardiness. 

6. Repeat the Process: Repeat the process until all jobs are scheduled. 

The primary focus of EDD is to prioritize jobs with the earliest due date ensuring that jobs are 

completed closer for their respective deadline. 

This method is intuitive and easy to understand but may not always result in an optimal solution, 

especially when considering other performance metrics. 

Based on the steps above, supposed 𝑑𝑘
𝑖  is the due dates for the job that is processed kth in the 

processing sequence, we arrange the jobs such that; 

𝑑1
𝑖 ≤ 𝑑2

𝑖 ≤ 𝑑3
𝑖 ≤ 𝑑4

𝑖 ≤ ⋯ ≤ 𝑑𝑛
𝑖  

 

Lawler’s Algorithm 

This is an algorithm that was developed by Lawler (1973) to deal with rather more general precedence 

constraints. In this algorithm, we shall simply be constrained to process certain jobs before, but not necessarily 

immediately before certain other jobs. Lawler’s algorithm minimize the maximum cost of processing job, where 

this cost has a  general form denoted by 𝑦𝑖 𝐶𝑖  for each job Ji and is taken to be non-decreasing in the completion 

time 𝐶𝑖 thus the algorithm minimizes 

max
1≤𝑖≤𝑛

(𝑦𝑖 𝐶𝑖) 

Because of the nature of the non-decreasing form of 𝑦𝑖 𝐶𝑖, it follows immediately that this performance 

measure is regular. To develop the Lawler’s algorithm, we need the following theorem. 

 

Theorem 1 

Consider the 𝑛/1/  max
1≤𝑖≤𝑛

(𝑦𝑖 𝐶𝑖) scheduling problem with precedence constraints. Let V denote the 

subset of jobs which may be performed last, that is, those jobs which are not required to precede any other. Note 

that the final job in the schedule must complete at 𝜏 = ∑ 𝑃𝑖
𝑛
𝑖=1 , Let Jk  be a job in V, that is of all the jobs that 

may be performed last Jk incurs the least cost. Then, there is an optimal schedule in which Jk  is scheduled last. 

 

Proof: 

Suppose S is an optimal schedule with Jk not last. We assume that S is compatible with the precedence 

constraints. Then S has the form 
(𝐴,   𝐽𝑘 , 𝐵, 𝐽𝑙) 

Where Jl is the last job under S and A and B are subsequences of the other (n – 2) jobs. It is should be 

noted that A and B could be empty. Consider the new sequence 

𝑆/ = (𝐴, 𝐵  , 𝐽𝑙 , 𝐽𝑘) 

Since S obeyed the precedence constraints and Jk may be last, 𝑆/ is feasible. Remember that (𝑦𝑖 𝐶𝑖)   is 

non-decreasing in 𝐶𝑖 . Since all completion times of jobs other than Jk have decreased in passing from S to 𝑆/ no 

cost other than for Jk can have increased. By construction Jk is chosen such that 

𝑦𝑘(𝜏) = min
𝐽𝑖𝑖𝑛 𝑉

{𝑦𝑖(𝜏)} 

≤ 𝑦𝑖(𝜏) 
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Smith Algorithm 

The smith algorithm is an algorithm that finds schedule that are efficient and although not directed to 

the immediate solution of the problem is nevertheless instrumental in the construction of efficient schedules.  

 

The following are the necessary steps for the Smith’s Algorithm 

Step 1: Set k = n, 𝜏 = ∑ 𝑝𝑖
𝑛
𝑖=1  ; U= {J1,J2,…,Jn}. 

Step 2: Find Ji(k) in U such that 𝑑𝑖(𝑘) ≥ 𝜏  and 𝑝𝑖(𝑘) ≥ 𝑝𝑖  𝑓𝑜𝑟 𝑎𝑙𝑙 𝐽𝑖 𝑖𝑛  𝑈   𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 

𝑑𝑖 ≥ 𝜏 

Step 3: Decrease k by 1; decrease 𝜏  𝑏𝑦 𝑝𝑖(𝑘) ; delete Ji(k)  from U 

Step 4: If there are some jobs to schedule, that is, If k≥ 1, go to Step 2,. Otherwise, stop with the optimal 

processing sequence, {Ji(1),Ji(2),…,Ji(n)}. 

 

IV. The General Single Machine Problem With Common Due Date 
This problem can be mathematically formulated as 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐹 = ∑{𝛼𝑖 max(𝑑 − 𝐶𝑖 , 0) + 𝛽𝑖 max(𝐶𝑖 − 𝑑, 0)}

𝑛

𝑖=1

 

𝑊ℎ𝑒𝑟𝑒 𝐶𝑖 , 𝑖 = 1, 2, 3,⋯ , 𝑛  is the completion time for Job I, d is the common due date and 𝛼𝑖and 𝛽𝑖 

are the unit penalty costs associated with earliness and tardiness respectively. 

The objective here is to use the general single machine problem with common due date mathematically 

formulated formula to find which of these 6 schedules the optimal schedule as well as the optimal value. The 

last schedule with the minimum optimal value becomes the optimal schedule. The optimal value is given by the 

following for each schedule S. 

𝐹̅ = 𝑆𝑖 = ∑|𝑝𝑖 − 𝑑|

𝑛

𝑖=1

 

 

V. Numerical Perspective Of The Heuristic Algorithm 
Heuristic Algorithm Method 

Due to the nature of the cumbersome and tedious intentions involved when dealing with large number 

of jobs which invariably results to millions or billions of schedules, a convenient Algorithm is formulated in this 

chapter called the Heuristic Algorithm. 

Given n-jobs to be processed on a single machine, the processing time of job i being ti; for i = 1, 2…, 

n. It is assumed that all jobs are ready for processing at time zero and have the same common due date 

(deadline), D. The problem is to find the order (schedule) in which these n-jobs should be processed so as to 

minimize the sum of total earliness and tardiness costs. The common due date, D is assumed to be less than the 

total processing time. 

Initial step O: Sort and number the n-jobs in non-increasing order of processing time ti, (i =1, 2, .., n) 

such that t1 ≥ …≥ t1-1 ≥ ti ≥ ti + 1 ≥ …≥ tn 

In general, we can represent the jobs in tabular form. 

 

 

 

 

 

We evaluate; 

▪ Total processing time, T = ∑ t𝑖
𝑛
𝑖=1  

▪ T0 = T – D1 and E0 = D 

▪ We also introduce two empty sets as the initial sets of schedules, 𝑆0
𝐸 and  𝑆0

𝑇 called initial schedule set based 

on due date 𝑆0
𝐸 and initial schedule set based on processing time of job. 

Step 1: First iteration, for i = 1 

Consider the first job J1 with processing time t1 = max (ti, i = 1, 2, …, n) 

Then, set T1 = T0, and E1 = E0 

Now; 

• If T1< E1, Set 𝑆1
𝐸 = 𝑆0

𝐸 + {J1} and 𝑆1
𝑇 = 𝑆0

𝑇 

• If T1 ≥ E1, set 𝑆1
𝐸 = 𝑆0

𝐸 and 𝑆1
𝑇 = 𝑆0

𝑇 + {J1} 

Step i: ith iteration, for i = n 

We consider the last job Jn, with processing time ti, such that (1 <i ≤ n) 

Also, we make the following consideration; 

Ji J1 J2 … Ji – 1 Ji Ji + 1 … Jn 

ti t1 t2 … ti – 1 ti ti + 1 … tn 
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• If previous job, Ji – 1, ∈ 𝑆𝑖−1
𝐸 , then we evaluate Ti = Ti – 1 and Ei = Ei – 1 – ti– 1 

• If previous job Ji -1∈ 𝑆𝑖−1
𝑇 , then we evaluate Ti = Ti – 1 – ti – 1, and Ei = Ei – 1 

Thereafter, we assigned the following decision to the schedule set. 

• If Ti<Ei, Set 𝑆𝑖
𝐸 = 𝑆𝑖−1

𝐸  + {Ji} and 𝑆𝑖
𝑇 = 𝑆𝑖−1

𝑇  

• If Ti ≥ Ei, set 𝑆𝑖
𝐸 = 𝑆𝑖−1

𝐸  and 𝑆𝑖
𝑇 = 𝑆𝑖−1

𝑇  + {Ji} 

The iteration terminates when all jobs have been assigned to either 𝑆𝑛
𝐸or 𝑆𝑛

𝑇. 

Now, for the scheduling decision; we check so that; 

𝑆𝑛
𝐸 = {jobs in non-increasing order processing time} 

𝑆𝑛
𝑇 = {jobs in non-decreasing order processing time} 

The optimal schedule, S* = { 𝑆𝑛
𝐸 and  𝑆𝑛

𝑇} 

In other words, jobs are scheduled to their sequence in  𝑆𝑛
𝐸 and followed by  𝑆𝑛

𝑇. 

We also note here that this algorithm or procedure only involve n enumerations or iterations as 

compound to n! Possible schedules. 

 

Numerical Illustration Of The Hueristic Algorithm Method 

Consider the 6/1/m problem with data below and the constraints that J1 must precede J2 which must in 

turn precede both J5 and J6 such that we have the following scheduling table with common due date of 20 

When we sum up the total number of processing time, If the total sum of processing time is less than 

the common due date. 

Hence we create a new processing time by sum the old processing time and the respective due dates. 

Thus we have the tabular form as follows 

 

Now Total Processing Time T 

T* = ∑ 𝑡 ∗  = 58 

And the 

To = T* – D = 38 

Eo = 20 

We introduce two empty sets 

𝑆𝑜
𝐸=Ø and  𝑆𝑜

𝑇 = Ø 

First iteration 

Total Processing time T 

T = ∑ 𝑡𝑖6
𝑖=𝐼 = 2 + 3 + 4 + 3 + 2 + 1 = 15 

Now T1 = T – D, :.       58 – 20 = 38 

Eo = D = 20 

When First iteration for i = 1 

The new processing time = 5 

T1 = To = 38, E1 = Eo = 20 

Solve 

T1> E1,      𝑆1
𝑇 =𝑆𝑜

𝑇+ [J1] = {J1} 

And 𝑆1
𝐸 = 𝑆𝑜

𝑇= [  ] 

Second Iteration i = 2 

We consider Job J2 with new processing time t2 = 9 

And since J1𝜖 ST we compute 

T2 = T1 – t1 = 38 – 5 = 33 and 

E2 = E1 = 20 

T2>E2,:.𝑆2
𝑡 = 𝑆1

𝑡 + [J2] = {J1, J2} 

And 𝑆2
𝐸= 𝑆1

𝑡 = [  ] 

Third Iteration i = 3 

We consider Job J3 with new processing time, 

t3 = 13 and solve 

J2𝜖𝑆2
𝑡 we compute 

T3 = T2 – t2 = 33 – 9 = 24 

E3 = E2 = 20 

Since T3>E3,:.𝑆3
𝑡 = 𝑆3

𝑇 + [J3] 

= {J1 J2 J3} 

And 𝑆3
𝐸 = 𝑆2

𝐸 = [  ] 

Fourth Iteration i = 4 

We consider Job J4 with new processing time J + 4 = 10 and since J3𝜖𝑆3
𝑡 
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We have 

T4 = T3 – t3 = 24 – 13 = 11 

And E4 = E3 = 20 

Now T4<E3,:.𝑆4
𝑡 = 𝑆3

𝑡 = [J1, J2, J3] 

And 𝑆4
1 = 𝑆3

1 + [J4] = [J4] 

Fifth Iteration i =5 

We consider Jobs J5 with new processing time t5 = 13 and since 

J4𝜖𝑆4
𝐸 we compute 

T5 = T4 = 11 and 

E5 = E4 – t4 = 20 -10 =10 

Now T5> E5 

𝑆5
𝑡 = 𝑆4

𝑡 + [J5] = [J1 J2 J3 J5] 

And 

𝑆5
𝑡 = 𝑆4

𝐸=[J4] 

Sixth Iteration i = 6 

We consider Job J6 with new processing time t6 = 8 and since 

J5𝜖𝑆5
𝑡 we compute 

T6 = T5 – t5 = 11 – 13 = -2 and E6 = E5 = 10 

Now T6< E6 

𝑆
6

𝑇    = 𝑆
5

𝑇    = {J1 J2 J3 J5} and 

𝑆
6

𝑇   = 𝑆
5

𝐸  + {J6} = {J4 J6} 

This is the end of iteration since all Jobs have been assigned to other 𝑆6
𝑇  or 𝑆6

𝑇 

Now, we observe that jobs in 𝑆6
𝐸 = {J4, J6} = {10, 8} are in non-increasing order as required, but jobs 

in 𝑆6
𝑇 = { J1, J2, J3, J5} = {5, 9, 13, 10} are not in the required non-decreasingly order. Thus, we reunite 𝑆6

𝑇 = {J1, 

J2, J5, J3}, which is now the required non-decreasing order. 

 

VI. Conclusion 
The Heuristics Algorithm quickly provides a schedule, which sometimes may not yield the optimal 

solution or be the most cost efficient when it comes to larger number of Jobs or task. Heuristic offers practical  

and efficient solutions for scheduling problems while they may not guarantee optimality, their speed and 

adaptability makes them valuable tools for managing ‘less ‘complex real world situation. Based on the 

numerical results from the study, it is observed that among the schedules used to compare the sum of total 

earliness and tardiness costs is the optimal schedule of the Hybrid Algorithm by Tsetimi (2009) which is {J1, J2, 

J4, J6, J3, J5} that was obtained by the learning effect methods on the processing times; which gives a penalty of 

100 days compared to the Heuristic Algorithm presented in this paper with optimal schedule of 

{J4, J6, J1, J2, J5, J3} which gives a penalty of 90 days. Although the difference 10 days is not much but 

it can help to increase inventory level, causes losses owing to deterioration if the wrong optimal schedule is 

choose and in general indicate sub - optimal resource allocation and utilization. 
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