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Abstract: Recently, the concept of 𝛽-statistical Convergence was introduced considering a sequence of infinite 

matrices 𝛽 = (𝑏𝑛𝑘  𝑖 ). Later, it was used to define and study 𝛽-statistical limit point, 𝛽-statistical cluster point, 

𝑠𝑡𝛽 − 𝑙𝑖𝑚𝑖𝑡 inferior and 𝑠𝑡𝛽 − 𝑙𝑖𝑚𝑖𝑡 superior. In this paper we analogously define and study 2𝛽-statistical 

limit, 2𝛽-statistical cluster point, 𝑠𝑡2𝛽 − 𝑙𝑖𝑚𝑖𝑡 inferior and 𝑠𝑡2𝛽 − 𝑙𝑖𝑚𝑖𝑡 superior for double sequences. 

Keywords: Double sequences, Statistical convergence, 𝛽-statistical Convergence Regular matrices, RH-

regular matrices. 

 

I. Introduction 
A double sequence 𝑥 = [𝑥𝑗𝑘 ]𝑗 ,𝑘=0

∞  is said to be convergent in the pringsheim sense or p-convergent if for 

every 𝜀 > 0 there exist 𝑁 ∈ ℕ such that  𝑥𝑗𝑘 − 𝐿 < 𝜀 whenever j, k > N and L is called the Pringsheim limit 

[1], denoted P-𝑙𝑖𝑚𝑥 = 𝐿 . 

A double sequence x is bounded if there exist a positive number M such that  𝑥𝑗𝑘  < 𝑀 for all j, k i.e if 

 𝑥 = 𝑠𝑢𝑝𝑗𝑘  𝑥𝑗𝑘  < ∞. Note that in contrast to the case for single sequences, a convergent double sequence 

need not be bounded. 

Let 𝐴 = (𝑎𝑛𝑘 )𝑛,𝑘=1
∞   be a non-negative regular matrix. Then A-density of a set 𝐾 ⊆ ℕ is defined if 

𝛿𝐴 𝐾 = 𝑙𝑖𝑚𝑛  𝑎𝑛𝑘𝑘∈𝐾  exists [2]. 

A sequence 𝑥 =  𝑥𝑘  is said to be A-statistically convergent to L if for every  𝜀 > 0 the set 𝐾 𝜀 =
 𝑘 ∈ 𝐾 ∶ |𝑥𝑘 − 𝐿| ≥ 𝜀  has A-density zero [3], (see also [4] and [5]). 

Recently, Kolk [6] generalized the idea of A-statistical convergent to 𝛽-statistical Convergence by using 

the idea of 𝛽-summability or 𝐹𝛽 -convergence due to Stieglitz [7]. 

Let 𝐴 = [𝑎𝑗𝑘
𝑚𝑛 ]𝑗 ,𝑘=0

∞  be a regular doubly infinite matrix of real numbers for all m, n = 0, 1, … . In the 

similar manner as in [2], we define 2A-density of the set 𝐾 = { 𝑗 , 𝑘 ∈ ℕ × ℕ}  𝑖𝑓  for m, n = 0, 1, 2, … 

 

              𝛿2𝐴 𝐾 = lim𝑝𝑞→∞   𝑎𝑗𝑘
𝑚𝑛𝑞

𝑘=0
𝑝
𝑗=0                            (1.1) 

exists and a double sequence 𝑥 = (𝑥𝑗𝑘 ) is said to be 2A-statistically convergent to L if for every  𝜀 > 0 the set 

𝐾(𝜀) has 2A-density zero. 

Let  𝛽 = (𝛽𝑖) be a sequence of infinite matrices with 𝛽𝑖 =  𝑏𝑗𝑘  𝑖  . Then 𝑥 = (𝑥𝑗𝑘 ) ∈ ℓ∞
2

, the space of 

bounded double sequences, is said to be F-convergent (2 𝛽-summable) to the value 2 𝛽 − 𝑙𝑖𝑚𝑥 (denotes the 

generalized limit) if  
 

lim𝑛(𝛽𝑖𝑥)𝑛 = lim𝑝,𝑞→∞  𝑏𝑗𝑘
𝑚𝑛  𝑖 = 2𝛽

𝑞
𝑘=0

𝑝
𝑗=0 -lim x                         (1.2) 

uniformly for i  >  0, m, n = 0, 1, … . The method  2 𝛽 is regular if 𝛽 = [𝑏𝑗𝑘
𝑚𝑛 ]𝑗 ,𝑘=0

∞  is RH-Regular. (see [8]). 

Kolk [6] introduced the following: 

An index set K is said to have 𝛽-𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝛿𝛽 (𝐾) equal to d, if the characteristic sequence of K is 𝛽-

summable to d, i.e. 

lim𝑛  𝑏𝑛𝑘 (𝑖)𝑘∈𝐾 = 𝑑,                           (1.3) 

uniformly in i, where by index set we mean a set K=  𝑘𝑖  ⊂  ℕ,  𝑘𝑖 < 𝑘1+𝑖  for all i. 
 Now we extend this definition as follows: 

An indexed set K=  (𝑗, 𝑘) ⊆ ℕ × ℕ, 𝑗𝑖 < 𝑗𝑖+1 , 𝑘𝑖 < 𝑘1+𝑖  for all i, is said to have 2𝛽-

𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝛿2𝛽 𝐾 = 𝑑, if the characteristic sequence of K is 2𝛽-summable to d, i. e., if 

     lim ( )mn

mn jk

j K k K

b i d
 

                                (1.4) 

uniformly in i. 

Let ℛ∗ denote the set of all RH-regular methods 2𝛽 with 𝑏𝑗𝑘
𝑚𝑛 (𝑖) ≥ 0 for all j, k and i. let 𝛽 𝜖 ℛ∗, A 

double sequence 𝑥 = (𝑥𝑗𝑘 ) is called 2𝛽-statistically convergent to the number L if for every 𝜀 > 0 there exist a 

subset K=   𝑗, 𝑘  ⊆ ℕ × ℕ 𝑗, 𝑘 = 1, 2,…  such that 
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                  𝛿2𝛽  𝑗, 𝑘 ,   𝑗 ≤ 𝑛, 𝑘 ≤ 𝑚 ∶ |𝑥𝑗𝑘 − 𝐿| ≥ 𝜀 = 0                       (1.5) 

and we write 𝑠𝑡2𝛽 -lim x = L. 

We denote by 𝑠𝑡(2𝛽), the space of all  2𝛽-statistically convergent sequences. 

In particular, if 𝛽 = (𝐶1), the Cesaro matrix, the 𝛽-statistical convergence is reduced to C11-statistical 

convergence. 

 

II. 𝟐𝜷-Statistical Cluster And Limit Points 
We use the following examples to show that neither of the two methods, statistical convergence and 

2𝛽-statistical convergence, implies the other. 

Example 2.1: Consider the sequence of infinite matrices 𝛽 = (𝛽𝑖) with 

   𝑏𝑗𝑘
𝑚𝑛  𝑖 =

 
 

 
1

𝑖
+

1

𝑖𝑗
,       𝑖𝑓 𝑘 = 𝑗2   ∀ 𝑚, 𝑛

1 −
𝑗

𝑖(𝑗+1)
,   𝑖𝑓 𝑘 = 𝑗2 + 1 ∀𝑚, 𝑛

0,             𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

  

It is clear that 𝛽 𝜖 ℛ∗, 

Now let the sequence 𝑥 = (𝑥𝑗𝑘 )   𝑎𝑛𝑑   𝑦 = (𝑦𝑗𝑘 )  be defined by  

 

   𝑥𝑗𝑘 =  

0,        𝑖𝑓 𝑘 = 𝑛2 , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 𝑎𝑛𝑑 𝑠𝑜𝑚𝑒 𝑛 ∈ ℕ
1

𝑘
, 𝑖𝑓 𝑘 = 𝑛2 + 1, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 𝑎𝑛𝑑 𝑠𝑜𝑚𝑒 𝑛 ∈ ℕ

𝑘,                                                         𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

  

and 

𝑦𝑗𝑘 =  
𝑘, 𝑖𝑓 𝑘 = 𝑛2 , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 𝑎𝑛𝑑 𝑠𝑜𝑚𝑒 𝑛 ∈ ℕ

0, 𝑖𝑓 𝑘 = 𝑛2 + 1, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 𝑎𝑛𝑑 𝑠𝑜𝑚𝑒 𝑛 ∈ ℕ
1,                                                          𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

  

Then x is not statistically convergent to zero as 𝛿 (𝑖, 𝑗):  𝑥𝑖𝑗  ≥ 𝜀 ≠ 0 but it is 2𝛽 -statistically 

convergent to zero; and on the other hand y is statistically convergent but not 2𝛽-statistically convergent. 

We now give some definitions for the method 2𝛽. 

Definition 2.2: Let  𝛽 𝜖 ℛ∗. Then number 𝛾 is said to be 2𝛽 −statistical cluster point of a sequence 𝑥𝑗𝑘   if for 

given 𝜀 > 0, the set  (𝑗, 𝑘);  𝑥𝑗𝑘 − 𝑗 < 𝜀  does not have 2𝛽 − 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝑧𝑒𝑟𝑜. 

Definition2.3: Let  𝛽 𝜖 ℛ∗. The number 𝜆 is said to be 2𝛽 −statistical limit point of a sequence 𝑥𝑗𝑘   if there is a 

subsequence of 𝑥𝑗𝑘   which convergence to 𝜆  such that whose indices do not have 2𝛽 − 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝑧𝑒𝑟𝑜 . 

Denote by Γ𝑥 2𝛽 , the set of 2𝛽 −statistical cluster points and by Λ𝑥(2𝛽) the set of 2𝛽 −statistical 

limit points of 𝑥 = (𝑥𝑗𝑘  ) it is clear from the above examples, that Γ𝑥 2𝛽 = {0} and Λ𝑥 2𝛽 =  0 ,  Γ𝑦 2𝛽 =

{0} and Λ𝑦 2𝛽 =  0 . Throughout this paper we will consider  𝛽 𝜖 ℛ∗ . 

Definition 2.4: Let us write 𝐺𝑥 =  𝑔𝜖ℛ: 𝛿2𝛽 ( (𝑗, 𝑘): 𝑥𝑗𝑘 > 𝑔 ) ≠ 0  and 𝐹𝑥 =  𝑓𝜖ℛ: 𝛿2𝛽(  𝑗, 𝑘 : 𝑥𝑗𝑘 < 𝑓 ) ≠

0 for a double sequence 𝑥=𝑥𝑗𝑘 . Then we define 2𝛽−statistical limit superior and 2𝛽−statistical limit inferior of 

𝑥 =  𝑥𝑗𝑘    as follows: 

𝑠𝑡2𝛽 − lim𝑆𝑢𝑝𝑥 =  
𝑆𝑢𝑝𝐺𝑥 , 𝑖𝑓 𝐺𝑥 ≠ ∅
−∞, , 𝑖𝑓 𝐺𝑥 = ∅

  

 

𝑠𝑡2𝛽 − 𝑙𝑖𝑚 𝐼𝑛𝑓𝑥 =  
𝐼𝑛𝑓𝐹𝑥 , 𝑖𝑓 𝐹𝑥 ≠ ∅
+∞,            𝑖𝑓 𝐹𝑥 = ∅.

  

Definition 2.5: The double sequence 𝑥 =  𝑥𝑗𝑘    is said to be 2𝛽 −statistically bounded if there is a number d 

such that 𝛿2𝛽 (𝑗, 𝑘):  𝑥𝑗𝑘  > 𝑑 = 0. 

Definition 2.6: Consider the same 𝛽 as defined in example 2.1, define the sequence 𝑧 =  𝑧𝑗𝑘    by  

𝑧𝑗𝑘 =  
0, 𝑖𝑓 𝑘 = 𝑛2 , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑘 𝑎𝑛𝑑 𝑠𝑜𝑚𝑒 𝑛 ∈ ℕ

1, 𝑖𝑓 𝑘 = 𝑛2 + 1, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑘 𝑎𝑛𝑑 𝑠𝑜𝑚𝑒 𝑛 ∈ ℕ
𝑘,                                                         𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒.

  

Here we see that z is not bounded above but it is 2𝛽 −statistically bounded for  𝛿2𝛽  (𝑗, 𝑘):  𝑧𝑗𝑘  > 1 =

0. Also z is not statistically bounded. Thus 𝐺𝑥 =  −∞, 1  𝑎𝑛𝑑 𝐹𝑥 = (0,∞) so that 𝑠𝑡2𝛽 − lim𝑆𝑢𝑝𝑧 =
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1 𝑎𝑛𝑑  𝑠𝑡2𝛽 − 𝑙𝑖𝑚𝐼𝑛𝑓 𝑧. Moreover Γ𝑥 2𝛽 =  0,1 = 𝛬𝑥(2𝛽) and z is neither 2𝛽 −statistically nor statistically 

convergent. In this example we see that z is 2𝛽 −statistically bounded but not 2𝛽 −statistically convergent. On 

the other hand in example 2.1 y is statistically convergent and not 2𝛽 −statistically bounded. 

Also note that 𝑠𝑡2𝛽 − lim 𝑆𝑢𝑝𝑧 equals the greatest element of Γ𝑥 2𝛽  while 𝑠𝑡2𝛽 − 𝑙𝑖𝑚𝐼𝑛𝑓 𝑧 is the 

least element Γ𝑥 2𝛽 . This observation suggests the following. 

Theorem 2.7  

(a) If 𝑙1 = 𝑠𝑡2𝛽 − lim𝑆𝑢𝑝𝑥 is finite, then for every positive number 𝜀 

      (i) 𝛿2𝛽  (𝑗, 𝑘):  𝑧𝑗𝑘  > 𝑙1 − 𝜀 ≠ 0 and 𝛿2𝛽 (𝑗, 𝑘):  𝑧𝑗𝑘  > 𝑙1 + 𝜀 = 0.  

Conversely, if (i) holds for every 𝜀 > 0, then 𝑙1 = 𝑠𝑡2𝛽 − lim𝑆𝑢𝑝𝑥. 

       (b) if 𝑙2 = 𝑠𝑡2𝛽 − lim 𝐼𝑛𝑓𝑥 is finite, then from every positive number 𝜀 

     (ii)  𝛿2𝛽  (𝑗, 𝑘):  𝑧𝑗𝑘  > 𝑙2 + 𝜀 ≠ 0 and 𝛿2𝛽  (𝑗, 𝑘):  𝑧𝑗𝑘  > 𝑙2 − 𝜀 = 0.  

Conversely, if (i) holds for every 𝜀 > 0 then 𝑙2 = 𝑠𝑡2𝛽 − lim𝐼𝑛𝑓𝑥.  

  From definition 2.2 we see that the above theorem can be interpreted as showing that  𝑠𝑡2𝛽 −

lim𝑆𝑢𝑝𝑥 and  𝑠𝑡2𝛽 − lim𝐼𝑛𝑓𝑥 are the greatest and the least 2𝛽 −statistical cluster points of x. 

  Note that 2𝛽 −statistical boundedness implies that  𝑠𝑡2𝛽 − lim 𝑆𝑢𝑝𝑥 and  𝑠𝑡2𝛽 − lim 𝐼𝑛𝑓𝑥 are 

finite, so that properties (i) and (ii) of Theorem 2.7 hold. 

 

III. The Main Results 
Throughout this paper by  𝛿2𝛽 𝐾 ≠ 0; 𝐾 = {(𝑗, 𝑘) ∈ 𝑁 × ℕ} we mean that either   𝛿2𝛽  𝐾 > 0  𝑜𝑟 𝐾 

does not have 2𝛽 − 𝑑𝑒𝑛𝑠𝑖𝑡𝑦. 
Theorem 3.1: For every real number sequence x, 𝑠𝑡2𝛽 − lim 𝐼𝑛𝑓𝑥 ≤ 𝑠𝑡2𝛽 − lim 𝑆𝑢𝑝𝑥. 

Proof: First consider the case in which 𝑠𝑡2𝛽 − lim𝑆𝑢𝑝𝑥 = −∞, This implies that 𝐺𝑥 = ∅, Therefore for every 

𝑔 ∈ 𝑅 , 𝛿2𝛽  (𝑗, 𝑘): 𝑥𝑗𝑘 > 𝑔 = 0 , which implies that 𝛿2𝛽  (𝑗, 𝑘): 𝑥𝑗𝑘 ≤ 𝑔 = 1. So that for every 𝑓 ∈ 𝑅, 

𝛿2𝛽  (𝑗, 𝑘): 𝑥𝑗𝑘 < 𝑓 ≠ 0. Hence 𝑠𝑡2𝛽 − lim𝐼𝑛𝑓𝑥 = −∞,  

Now consider 𝑠𝑡2𝛽 − lim 𝑆𝑢𝑝𝑥 = +∞. This implies that for every ∈ 𝑅, 𝛿2𝛽  (𝑗, 𝑘): 𝑥𝑗𝑘 > 𝑔 ≠ 0. This 

implies that 𝛿2𝛽  (𝑗, 𝑘): 𝑥𝑗𝑘 ≤ 𝑔 = 0. Therefore for every 𝑓 ∈ 𝑅, 𝛿2𝛽  (𝑗, 𝑘): 𝑥𝑗𝑘 < 𝑓 = 0, which implies that 

𝐹𝑥 = ∅. Hence 𝑠𝑡2𝛽 − lim𝐼𝑛𝑓𝑥 = +∞. 

 Next assume that  𝑙1 = 𝑠𝑡2𝛽 − lim𝑆𝑢𝑝𝑥 < +∞ and let 𝑙2 = 𝑠𝑡2𝛽 − lim 𝐼𝑛𝑓𝑥. Given 𝜀 > 0 we show 

that 𝑙1 + 𝜀 ∈  𝐹𝑥 , so that   𝑙2 ≤ 𝑙1 + 𝜀. By Theorem 2.7(a), 𝛿2𝛽  (𝑗, 𝑘): 𝑥𝑗𝑘 > 𝑙1 +
𝜀

2
 = 0, since 𝑙1 = 𝑙𝑢𝑏 𝐺𝑥 . This 

implies that 𝛿2𝛽  (𝑗, 𝑘): 𝑥𝑗𝑘 ≤ 𝑙1 +
𝜀

2
 = 1, which in turn gives  𝛿2𝛽  (𝑗, 𝑘): 𝑥𝑗𝑘 < 𝑙1 + 𝜀 = 1. Hence 𝑙1 + 𝜀 = 𝐹𝑥 

and so that 𝑙2 ≤ 𝑙1 + 𝜀  i.e 𝑙2 ≤ 𝑙1 since   𝜀  was arbitrary.  

Remark: For any double sequence  𝑥 = (𝑥𝑗𝑘 )            

 𝑠𝑡2 −  lim 𝐼𝑛𝑓𝑥 ≤ 𝑠𝑡2𝛽 − lim𝐼𝑛𝑓𝑥 ≤  𝑠𝑡2𝛽 − 𝑙𝑖𝑚 𝑆𝑢𝑝𝑥  ≤  𝑠𝑡2 − 𝑙𝑖𝑚 𝑆𝑢𝑝𝑥 

where 

𝑠𝑡2 − 𝑙𝑖𝑚 𝑆𝑢𝑝𝑥 = 𝑝 − 𝑙𝑖𝑚𝑆𝑢𝑝𝑥  
𝑠𝑡2 − lim 𝐼𝑛𝑓𝑥 = 𝑝 − 𝑙𝑖𝑚𝐼𝑛𝑓𝑥 

Theorem 3.2: For any double sequence 𝑥 = 𝑥𝑗𝑘 ,  2𝛽 −statistical boundness implies 2𝛽 −statistical convergence 

if and only if 

  𝑠𝑡2𝛽 − lim 𝐼𝑛𝑓𝑥 =  𝑠𝑡2𝛽 − 𝑙𝑖𝑚 𝑆𝑢𝑝𝑥. 

Proof: Let  𝑙1 = 𝑠𝑡2𝛽 − lim𝑆𝑢𝑝𝑥  and  𝑙2 = 𝑠𝑡2𝛽 − lim 𝐼𝑛𝑓𝑥. First assume that 𝑠𝑡2𝛽 − lim𝑥 = 𝐿  and 𝜀 > 0. 

Then 𝛿2𝛽  (𝑗, 𝑘):  𝑥𝑗𝑘 − 𝐿 ≥ 0 = 0. So that  

    𝛿2𝛽  (𝑗, 𝑘): 𝑥𝑗𝑘 > 𝐿 + 𝜀 = 0,  

which implies that 𝑙1 ≤ 𝐿. Also 

     𝛿2𝛽  (𝑗, 𝑘): 𝑥𝑗𝑘 > 𝐿 − 𝜀 = 0,  

which implies that  𝐿 ≤ 𝑙2. By theorem 3.1, we finally have  𝑙1 =  𝑙2 

 Conversely, suppose  𝑙1 =  𝑙2 = 𝐿 and x be 2𝛽 −statistically bounded. Then for 𝜀 > 0, by Theorem 2.7 

we have 𝛿2𝛽  (𝑗, 𝑘): 𝑥𝑗𝑘 > 𝑙1 +
𝜀

2
 = 0  and 𝛿2𝛽  (𝑗, 𝑘): 𝑥𝑗𝑘 < 𝑙1 −

𝜀

2
 = 0. Hence 𝑠𝑡2𝛽 − lim𝑥 = 𝐿 

Theorem 3.3: If a double sequence 𝑥 = 𝑥𝑗𝑘  is bounded above and 2𝛽 − 𝑠𝑢𝑚𝑚𝑎𝑏𝑙𝑒 to the number  𝐿 = 𝑠𝑡2𝛽 −

lim𝑆𝑢𝑝𝑥, then x is 2𝛽 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑎𝑙𝑙𝑦 convergent to L. 

Proof: Suppose that 𝑥 = 𝑥𝑗𝑘  is not 2𝛽 − 𝑠𝑡𝑖𝑠𝑡𝑖𝑐𝑎𝑙𝑙𝑦 convergent to L. Then by Theorem 3.2 𝑠𝑡2𝛽 − lim𝐼𝑛𝑓𝑥 <

𝐿. So there is a number M < L such that 𝛿2𝛽 (𝑗, 𝑘): 𝑥𝑗𝑘 < 𝑀 ≠ 0.  

Let 𝐾1 =  (𝑗, 𝑘): 𝑥𝑗𝑘 < 𝑀 , then for every 𝜀 > 0, 𝛿2𝛽  (𝑗, 𝑘): 𝑥𝑗𝑘 > 𝐿 + 𝜀 = 0. 
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We write 𝐾2 =  (𝑗, 𝑘):𝑀 ≤ 𝑥𝑗𝑘 ≤ 𝐿 + 𝜀  and   𝐾3 =  (𝑗, 𝑘): 𝑥𝑗𝑘 > 𝐿 + 𝜀 , and let 𝐺 = 𝑆𝑢𝑝𝑗𝑘 𝑥𝑗𝑘 < ∞, 

since 𝛿2𝛽 (𝐾1) ≠ 0, there are many n such that  

    lim 𝑆𝑢𝑝𝑛  𝑏𝑚𝑛𝑗𝑘  𝑖 ≥ 𝑑 > 0∞∞
𝑗𝑘 =0,0    

and for each n, i 

      𝑏𝑚𝑛𝑗𝑘 (𝑖)𝑥𝑗𝑘  < ∞∞∞
𝑗 ,𝑘=1,1 .   

Now 

           𝑏𝑚𝑛𝑗𝑘
∞∞
𝑗𝑘 =1,1  𝑖 𝑥𝑗𝑘 =   +𝑗𝑘 ∈𝐾1

 +Σ𝑗𝑘 ∈𝐾3𝑗𝑘 ∈𝐾2
 𝑏𝑚𝑛𝑗𝑘 (𝑖)𝑥𝑗𝑘   

  ≤ 𝑀 𝑏𝑚𝑛𝑗𝑘  𝑖 +𝑗𝑘 ∈𝐾1
(𝐿 + 𝜀) 𝑏𝑚𝑛𝑗𝑘  𝑖 + 𝐺𝑗𝑘 ∈𝐾2

 𝑏𝑚𝑛𝑗𝑘  𝑖 𝑗𝑘 ∈𝐾3
 

                = 𝑀 𝑏𝑚𝑛𝑗𝑘  𝑖 +𝑗𝑘 ∈𝐾1
 𝐿 + 𝜀  𝑏𝑚𝑛𝑗𝑘  𝑖 

∞∞
𝑗𝑘 =1,1 −  𝐿 + 𝜀  𝑏𝑚𝑛𝑗𝑘  𝑖 +𝑗𝑘 ∈𝐾1

𝑂(𝑖) 

  = − 𝑏𝑚𝑛𝑗𝑘  𝑖 [−𝑀 + (𝑗𝑘 ∈𝐾1
𝐿 + 𝜀)] +  𝐿 + 𝜀  𝑏𝑚𝑛𝑗𝑘  𝑖 

∞∞
𝑗𝑘 =1,1 + 𝑂(1) 

               ≤ 𝐿 𝑏𝑚𝑛𝑗𝑘  𝑖 
∞∞
𝑗𝑘=1,1 − 𝑑 𝐿 − 𝑀 + 𝜀( 𝑏𝑚𝑛𝑗𝑘  𝑖 − 𝑑) + 𝑂(1)∞∞

𝑗𝑘=1,1  

Since 𝜀 is arbitrarily, it follows that     

lim 𝐼𝑛𝑓 2𝛽𝑥 ≤ 𝐿 − 𝑑(𝑙 −𝑀) < 𝐿. 
Hence x is not 2𝛽 − summable to L 

Theorem 3.4: If the double sequence 𝑥 = (𝑥𝑗𝑘 ) is bounded below and 2𝛽 − 𝑠𝑢𝑚𝑚𝑎𝑏𝑙𝑒 to the number 𝐿 =

𝑠𝑡2𝛽 − 𝑙𝑖𝑚 𝐼𝑛𝑓𝑥, then x is 2𝛽 − statistically convergent to 𝐿. 

Proof. The proof follows on the same lines as that of Theorem 3.3. 

Note: It is easy to observe that in the above Theorems 3.3 and 3.4 the boundedness of 𝑥 = (𝑥𝑗𝑘 ) can not be 

omitted or even replaced by the 2𝛽 − statistical boundedness.  
 For example consider the matrix 𝛽 = 𝐴 = (𝑎𝑛𝑘 )𝑛.𝑘=1

∞  and define 𝑥 = (𝑥𝑗𝑘 ) by 

  𝑥 = 𝑥𝑗𝑘 =  

2𝑘 − 1,     if k is an odd square for all 𝑗 
2,               if k is an even square for all 𝑗

    1,     if k is an odd nonsquare for all 𝑗        
     0,    if k is an even  nonsquare for all 𝑗        

  

Then, 𝑆𝑢𝑝 𝑥𝑗𝑘 = ∞, 𝑏𝑢𝑡  𝐺𝑥 =  2,∞ ,𝐹𝑥 =  −∞, 0 ,  

  𝑠𝑡2𝛽 − 𝑙𝑖𝑚 𝑆𝑢𝑝𝑥 = 2, and 𝑠𝑡2𝛽 − 𝑙𝑖𝑚 𝐼𝑛𝑓𝑥 = 0. [see [9])   

This makes it clear that every bounded double sequence is 𝑠𝑡2 − bounded and every 𝑠𝑡2 −
bounded sequence is 𝑠𝑡2𝛽 − bounded, but not conversely, in general. 

 

IV. Conclusion 

The double sequence which is bounded above and 2𝛽-summable to the number L = 2 limsupst x  , 

then it is 2𝛽-statistically convergent to L. Similarly, a double sequence which is bounded below and 2𝛽-

summable to the  number   = 2 liminfst x  , then it is 2𝛽-statistically convergent to  .   
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